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Abstract
Supervisory board plays an essential role to implement good governance in firm. If this governance is implemented well, the increase in firm value will occur. Related to this statement, the main question that appears is about the number and independence rate of supervisory board members needed to enhance firm value. Besides supervisory board, debt policy holds an important role for firm because of bankruptcy issue. Firm with good governance tries to avoid this issue by decreasing the amount of its debt to create high value.

The aim of this study is to test and analyze the effect of board governance, consisting of size and independence of supervisory board, and debt policy on value of non-financial firms forming the Kompas 100 Index on Indonesia Stock Exchange. To be able to generalize results on all non-financial firms forming this index, stratified random sampling method is used to take firms as the sample from the population. Method of data analysis used is fixed effect regression model.

This study infers that the number of supervisory board members has no effect on firm value, whereas board independence and debt policy have the effect on firm value: firm with high portion of supervisory board independence and the amount of debt significantly tends to have low value.
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INTRODUCTION
Governance is mandatory for capital market-listed firms to be implemented. It is due to the protection issue of two groups of stakeholders: investors and creditors. By implementing corporate governance well, creditors and investors will get that certainty that profits becoming their right will be fully back to them by stockholders acting as firm controller (LaPorta et al., 2000).

One of implementations of corporate governance in listed firms on capital market can be shown by the existence of supervisory board. The name of board supervising depends on its system. In single board system, used by firms in the United States of America, United Kingdom (Tjager et al., 2003) and Bangladesh (Rashid, 2018), board of directors is the supervisor of top managers (see Gitman & Zutter, 2012). In double board system, board of commissioners is the supervisor of board of directors (Sukamulja, 2002). The examples of countries using this system are Denmark, Japan, the Netherlands (FCGI, 2001), Germany (FCGI, 2001; Kim & Nofsinger, 2007). Besides the names of the countries mentioned before, Indonesia is one of the countries adopting double board system (FCGI, 2001; Sukamulja, 2002; Tjager et al., 2003). This condition happens, because Indonesia adopts Dutch law system (FCGI, 2001).
In many previous studies, the supervisory board is always related to firm value through its size and independence. Unfortunately, there is no consensus from the study results that can be reached about the effect of board size on firm value. The study result of Ishaq et al. (2009), Waterings and Swagerman (2011), Badu and Apiah (2017) shows that the more members of supervisory board, the higher the firm value, whereas the study of Yermack (1996), Eisenberg et al. (1998), Gill and Mathur (2011), Ibrahim and Salihu (2015), as well as Nath et al. (2015) indicates that the firm with small supervisory board is able to significantly increase the firm value. In addition to the study results showing the effect, the study of Yammeesri and Herath (2010), Kritika and Choudhary (2015) denotes that the size of board has no effect on firm value.

In fact, the inconsistent results are also available among the studies focusing on the impact of board independence on firm value. For examples, the study of Setiadi et al. (2017) shows a positive effect. On the contrary, the study of Ningtyas et al. (2014) and Rashid (2018) exhibits a negative effect of board independence on firm value. Differing from the study presenting the positive and negative effect, the study of Ishaq et al. (2009) proves that board independence does not have the effect on firm value. In line with Ishaq et al. (2009), the result of the study done by Yammeesri and Herath (2010), Kangarlouei et al. (2013) and Nath et al. (2015) explains that firm value is not affected by board independence.

Similar to the effect of supervisory board on firm value, debt policy implemented by firms also has contrary effects on firm value creation. Based on the previous studies, the result can show positive effect (see the study of Ishaq et al., 2009; Yammeesri and Herath, 2010; Setiyawati et al., 2017), negative effect (see the study of Paminto et al., 2016) and no effect (see the study of Sambora et al., 2014; Gunarso, 2014).

These ambiguous results of studies about the effect of supervisory board size, board independence, and debt policy on firm value motivate this study to be conducted by utilizing firms from non-financial sectors forming the Kompas 100 Index. The use of these firms is due to a quick movement of price leading to creation of value for investors buying their stocks.

The purpose of this study is to test and analyze the effect of board governance and debt policy on value of non-financial firms forming the Kompas 100 Index on Indonesia Stock Exchange. The next parts of paper are organized into four sections: section one presents the conceptual framework and hypotheses development, section two displays the research method, sections three and four describe the results and discussion. Final section shows the conclusion and recommendations based on the results from this study.

1. CONCEPTUAL FRAMEWORK AND HYPOTHESES DEVELOPMENT

1.1. The effect of supervisory board size on firm value

Theory of agency states that firm with small size of supervisory board will have high market value, because the members in the small board are able to easily organize, interconnect, and take a decision (Lipton and Lorsch, 1992). This argument is confirmed by the result of the studies of Yermack (1996), Eisenberg et al. (1998), Gill and Mathur (2011) stating that the small size of board causes firm to own high value. Based on this information mentioned before, the first hypothesis is formulated as follows:

\( H1: \text{Firm with big number of supervisory board members tends to have low value.} \)

1.2. The effect of board independence on firm value

Independence of supervisory board is labeled by outside members of board without special relationship with firm managers and controlling stockholders (Yammeesri and Herath, 2010). The duty of
independent board members is to monitor board of directors or top managers to protect the interest of public stockholders (Tjager et al., 2003). This condition leads to the increase in firm value in capital market (Setiadi et al., 2017). This explanation has been already confirmed by Setiadi et al. (2017). Based on this information, the first sub-hypothesis of hypothesis 2 can be formulated as follows:

\[ H2a: \text{Firm with high board independence tends to have high value.} \]

On the other hand, agency theory, cited by Mishra and Kapil (2018), states that the large number of outside members of the board will make firm value go down, because they cannot align with top managers. Instead, the large number of inside supervisory board members is desired to align interests between them, so that the high firm value can be attained. This explanation is confirmed by the studies of Ningtyas et al. (2014) and Rashid (2018) confirming that board independence has a negative effect on firm value. Based on this information, the second sub-hypothesis of hypothesis 2 can be formulated as follows:

\[ H2b: \text{Firm with high board independence tends to have low value.} \]

2. RESEARCH METHOD

This section explains the type of the study, definition of variable operationalization, description of population, sample, and sampling method, way to collect and analyze the data.

2.1. Type of study

Based on the research design classification and relationship of variables, explained by Hermawan (2006), the type of this study is hypotheses testing and is able to be classified as causal study.

2.2. Definition of variables operationalization

This study uses two types of variables: dependent and independent variables. Acting as dependent variable is firm value (FV). According to Hanafi (2017), value of firm listed on capital market is measured by stock price. In this study, stock price of firm used is in logarithm. Acting as independent variables are supervisory board size (BS), board independence (BI) and debt policy:

- BS is measured by the size of the board of commissioners containing the members and president of the firm at the end of the year;
- BI is measured by the ratio calculated by dividing the number of independent members of the board of commissioners by the size of the board of commissioners of the firm at the end of the year;
- debt policy is measured by debt to total asset ratio of the firm (DAR) at the end of the year.

\[ H3b: \text{Firm with high portion of debts used to finance assets tends to have low value.} \]
2.3. Population, sample, and sampling method

Jakarta Stock Industrial Classification explains that all listed firms on Indonesia capital market are classified into three sectors. The first sector consists of firms in extractive business. The second one consists of firms in manufacturing business. The third one is firms in service business (IDX Fact Book 2016).

In this study, we use the firms forming Kompas 100 Index from 2010 to 2015 as the population. Based on our observation, the firms becoming this Index constituents consist of three sectors as explained before. Therefore, we treat the sectors as the strata so that the suitable sampling method is stratified random sampling. The use of this sampling method is due to generalization of result.

Because not all non-financial firms becoming population exist during that period, we set sampling frame to get the relevant population based on their availability. Based on this rule, the number of relevant population is 40 firms. To obtain the number of sample \(n\) representing the number of relevant population \(N\), the Slovin formula is used with margin of error \(e\) of 1%. Moreover, this formula cited from Suliyanto (2009) can be seen in the first equation as follows:

\[
n = \frac{N}{1 + Ne^2}.
\]

Based on this formula, the number of sample \(n\) is \(40 / (1 + 40(1\%)(1\%)) = 28.57 \approx 29\) firms (rounded). After the number of firm is determined, the next step is making allocation of the number of population to the number of sample, where the final result of this process can be seen in Table 1.

Furthermore, 29 firms as sample are taken from their population randomly. To make the random process of taking firms as sample happen, we use random number generated by Microsoft Excel as Hartono (2012) states. After that, the names of firm as sample from three sectors can be obtained:

- from primary sector, the firm names are: (1) Aneka Tambang (Persero) Tbk. (ANTM), (2) Eagle High Plantation Tbk. (BWPT), (3) Energi Mega Persada Tbk. (ENRG), (4) Vale Indonesia Tbk. (INCO), (5) Indo Tambangraya Megah Tbk. (ITMG), (6) Timah (Persero) Tbk. (TINS), (7) Tambang Batubara Bukit Asam (Persero) Tbk. (PTBA);

- from secondary sector, the firm names are: (1) Astra International Tbk. (ASII), (2) Charoen Pokphand Indonesia Tbk. (CPIN), (3) Gudang Garam Tbk. (GGRM), (4) Indofood Tbk. (INDF), (5) Indocement Tunggal Prakarsa Tbk. (INTP), (6) Japfa Comfeed Indonesia Tbk. (JPFA), (7) Kalbe Farma Tbk (KLB), (8) Holcim Indonesia Tbk. (SMCB), and (9) Unilever Indonesia Tbk. (UNVR);

- from tertiary sector, the firm names are: (1) AKR Corporindo Tbk. (AKRA), (2) MNC Investama Tbk. (BKIT), (3) Sentul City Tbk. (BSDE), (4) Bumi Serpong Damai Tbk. (BSDE), (5) Ciputra Development Tbk. (CTRA), (6) Jasa Marga (Persero) Tbk. (JSMR), (7) Kawasan Industri Jababeka Tbk.(KJIA), (8) Lippo Karawaci Tbk. (LPRM), (9) Media Nusantara Citra Tbk. (MNCN), (10) Matahari Putra Prima Tbk. (MPPA), (11) Pusaka Gas Negara (Persero) Tbk. (PGAS), (12) Summarecon Agung Tbk. (SMRA), and (13) Telekomunikasi Indonesia (Persero) Tbk. (TLKM).

2.4. Method of data collection

The method of data collection is archival method. As stated by Hartono (2012), this method is suitable for the study using the secondary data. In this study, the secondary data are from the performance summary of the listed firms on Indonesia Stock Exchange.

Table 1. The number of sample and its allocation from the number of population based on stratified random sampling method

<table>
<thead>
<tr>
<th>Stratum</th>
<th>Number of population (N)</th>
<th>Percentage of allocation</th>
<th>Number of sample (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary sector</td>
<td>10</td>
<td>25%</td>
<td>7.25 (\approx 7) (rounded)</td>
</tr>
<tr>
<td>Secondary sector</td>
<td>12</td>
<td>30%</td>
<td>8.70 (\approx 9) (rounded)</td>
</tr>
<tr>
<td>Tertiary sector</td>
<td>18</td>
<td>45%</td>
<td>13.05 (\approx 13) (rounded)</td>
</tr>
<tr>
<td>Total number of firms</td>
<td>40</td>
<td>100%</td>
<td>29</td>
</tr>
</tbody>
</table>
2.5. Method of data analysis

The method of data analysis used is regression model with panel data. According to Widarjono (2013), panel data are defined as the combination between cross-sectional and time-series data. Based on information from sub-section 3.3, the number of cross-sectional data is 29 firms and the number of time series data is 6 years.

The decision to use pooled regression model based on ordinary least square (common effect model) or fixed effect model is an essential issue to be solved in panel data regression. To achieve the best solution on this issue, the test of redundant fixed effect needs to be done (see Ghozali and Ratmono, 2013). The estimation of either common effect or fixed effect model is done by using ordinary least square (OLS) method, so that the tests related to classical assumptions, such as multicollinearity, heteroscedasticity, autocorrelation, and normality test, are still relevant (see Ghozali, 2016):

a) multicollinearity test is done to make sure that the significant relationship among independent variables does not exist, to show it, variance inflation factor (VIF) value of the independent variables is needed to be identified;

b) heteroscedasticity test is conducted to prove that the residuals $\varepsilon$ are not significantly affected by the independent variables in the model, to realize it, Harvey test is used;

c) autocorrelation test is done to prove residuals $\varepsilon$ have random pattern, to realize it, runs test on residuals is conducted;

d) normality test is done to prove that the residuals $\varepsilon$ are normally distributed, to realize it, one sample test of Kolmogorov-Smirnov is performed on residuals.

3. RESULTS AND DISCUSSION

This section describes some results such as classical assumption test, regression model estimation, hypotheses test, discussion, and managerial implication.

3.1. The result of classical assumption test

To become good regression model, set of the classical assumption tests is required to be fulfilled. The results related to the test can be performed as follows.

3.1.1. The result of multicollinearity test

To detect multicollinearity, the value of VIF for each independent variable is compared with 10 cut-off value (see Ghozali, 2016). Table 2 presents VIF value for BS, BI and DAR. In this table, it can be seen that the value of VIF for BS is 1.105, for BI is 1.071, and for DAR is 1.173. Because these values are lower than 10, multicollinearity does not exist.

Table 2. The detection of multicollinearity

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Collinearity statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tolerance</td>
</tr>
<tr>
<td>BS</td>
<td>0.905</td>
</tr>
<tr>
<td>BI</td>
<td>0.934</td>
</tr>
<tr>
<td>DAR</td>
<td>0.852</td>
</tr>
</tbody>
</table>

3.1.2. The result of heteroscedasticity test

To prove that the residuals are not affected by the independent variables in the model, Harvey test is used. Residuals intended in this test are in logarithm of squared residuals (LRESID2). The result of this test can be seen in Table 3. In this table, probability value of Chi-square (3) of Obs*R-squared is 0.0154. Moreover, this value is compared with tightened 1% significant level. Because this value is higher than value of significance level, heteroscedasticity does not occur in this regression model.

Table 3. The detection of heteroscedasticity

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Heteroscedasticity test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs*R-squared</td>
</tr>
<tr>
<td></td>
<td>0.0154</td>
</tr>
</tbody>
</table>

3.1.3. The result of autocorrelation test

To prove the random pattern of residuals, runs test on residuals based on mode is conducted by comparing value of asymptotic significance (2-tailed) of Z-statistic with 5% significance level. The result of this test can be seen in Table 4. In this table, value of asymptotic significance (2-tailed) is 0.914. Because this value is higher than 5% significance level, null hypothesis is accepted, so that residuals have random pattern. It means autocorrelation does not happen in this regression model.
Table 4. The result of autocorrelation test

<table>
<thead>
<tr>
<th>Description</th>
<th>Unstandardized residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test value</td>
<td>3.59231</td>
</tr>
<tr>
<td>Cases &lt; test value</td>
<td>3.59231</td>
</tr>
<tr>
<td>Cases ≥ test value</td>
<td>3.59231</td>
</tr>
<tr>
<td>Total cases</td>
<td>4</td>
</tr>
<tr>
<td>Number of runs</td>
<td>3</td>
</tr>
<tr>
<td>Z</td>
<td>0.108</td>
</tr>
<tr>
<td>Asymp. sig. (2-tailed)</td>
<td>0.914</td>
</tr>
</tbody>
</table>

Note: a – mode, b – multiple modes. The mode with the largest data value is used.

3.2. The estimation result of regression model

After fulfilling the classical assumption tests, the next step is estimating the panel regression model. To select appropriate model, the test of redundant fixed effect needs to be performed by using the program EViews. This test functions to choose fixed effect or common effect model that will be conducted. Furthermore, the result of this test can be seen in Table 6.

Table 6. Redundant fixed effects test result

<table>
<thead>
<tr>
<th>Equation: EQ01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test cross-section fixed effects</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Effects test</th>
<th>Statistic</th>
<th>d.f.</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section F</td>
<td>54.738170</td>
<td>(28,142)</td>
<td>0.0000</td>
</tr>
<tr>
<td>Cross-section Chi-square</td>
<td>429.352588</td>
<td>28</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

In Table 6, probability value of cross-section Chi-square statistic is 0.000. This value is less than 0.05 significance level. It means that the null hypothesis stating that the fixed effect model is similar to common effect model is rejected. Therefore, fixed effect model is used. Furthermore, the estimation result of fixed effect regression model can be seen in Table 7.

3.2.1. The result of hypotheses test

The first hypothesis states that firm with large number of supervisory board members tends to have low value. This hypothesis is tested by com-
paring the probability value of \( t \)-statistic for BS with 5% significance level value. In Table 7, the probability value intended is 0.1253. Because this value is higher than that of significance level used, the first hypothesis is rejected. In other words, board size has no effect on firm value.

The second hypothesis consists of two sub-hypotheses. Sub-hypothesis 2a explains how board independence can own a positive effect on firm value. Sub-hypothesis 2b explains the opposite impact of it on firm value. In Table 7, regression coefficient for BI shows a negative sign and its probability value of \( t \)-statistic is 0.0187. Because this probability value is lower than that of 5% significance level used, the sub-hypothesis 2b is accepted. It means that board of independence has a negative impact on firm value.

The third hypothesis has two sub-hypotheses. The sub-hypothesis 3a explains how debt policy can have a positive effect on firm value. The sub-hypothesis 3b explains how debt policy can have a negative effect on firm value. In Table 7, regression coefficient for DAR shows negative sign and its probability value of \( t \)-statistic is 0.0130. This value is lower than that of 5% significance level, so that the sub-hypothesis 3b is accepted. It means that debt policy has a negative impact on firm value.

### 4. DISCUSSION

The result of the first hypothesis testing shows supervisory board size has no effect on firm value. This condition shows ineffective actions of that board of commissioners as supervisory board to monitor activities of board of directors. According to Syakhroza (2005), these ineffective actions occur because the positions of these two boards are similar in Indonesia. They are appointed, replaced, and dismissed by general meeting of shareholders (see Indonesia Law of Limited Liability Company No. 40/2007 at Article 94 Section (1) and (5) for board of directors, as well as Article 111 Section (1) and (5) for board of commissioners). Therefore, this study confirms the result of the study of Yammeesri and Herath (2010), as well as Kritika and Choudhary (2015).

The result of the second hypothesis testing states that supervisory board independence has a negative effect on firm value. It means to create high firm value; shareholders have to appoint more members of inside supervisory board, because they can collaborate with board directors. Therefore, this study confirms result of the study of Ningtyas et al. (2014) and Rashid (2018) showing a negative effect of board independence on firm value.

The result of the third hypothesis testing states that debt policy has a significant negative effect on firm value. It means to increase their value in capital market, the firms are necessary to use less amount of debt in their capital structure by regularly paying for interest and principle to banks. By decreasing debt, the firms will be free from financial distress and bankruptcy. Therefore, this study confirms the result of the study of Paminto et al. (2016).
MANAGERIAL IMPLICATION

Based on the test result of three hypotheses, some practical implications that can be generated are as follows:

1) firms are suggested that hiring inside supervisory board members to create alignment effect with director board members to gain its high value;

2) bankruptcy is the main issue of using debt; therefore, firm has to reduce the amount of debt to create the safe condition to increase its value.

CONCLUSION AND RECOMMENDATIONS

This research intends to test the effect of supervisory board existence and debt policy on firm value. The existence of supervisory board can be reflected by its size and independence. Based on the analysis conducted, it can be concluded that the number of supervisory board members has no effect on firm value, firm with high portion of independent supervisory board members and the amount of debt to finance total assets tends to create low value.

Based on the result of this study, some recommendations can be given to the next researchers who are interested in this research topic:

1) this study only uses two determinants related to board governance of firm value. The next researchers can add the other components of board governance that are expected to affect firm value, such as board duality, presence of audit committee, woman supervisory board, the number of supervisory board meeting;

2) this study only uses 6 years, started from 2010 until 2015, as time observation. The next researchers can extend time observation when they are going to do the study related to this topic. We suggest that the next researcher lengthen the time observation into 10 years.
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