
“Corporate rating forecasting using Artificial Intelligence statistical techniques”

AUTHORS

Daniel Caridad https://orcid.org/0000-0003-3843-8246

Jana Hančlová https://orcid.org/0000-0002-0939-6852

Hosn el Woujoud Bousselmi https://orcid.org/0000-0001-9544-8657

Lorena Caridad López del Río https://orcid.org/0000-0002-3406-9917

ARTICLE INFO

Daniel Caridad, Jana Hančlová, Hosn el Woujoud Bousselmi and Lorena

Caridad López del Río (2019). Corporate rating forecasting using Artificial

Intelligence statistical techniques. Investment Management and Financial

Innovations, 16(2), 295-312. doi:10.21511/imfi.16(2).2019.25

DOI http://dx.doi.org/10.21511/imfi.16(2).2019.25

RELEASED ON Monday, 24 June 2019

RECEIVED ON Tuesday, 22 January 2019

ACCEPTED ON Tuesday, 21 May 2019

LICENSE

 

This work is licensed under a Creative Commons Attribution 4.0 International

License

JOURNAL "Investment Management and Financial Innovations"

ISSN PRINT 1810-4967

ISSN ONLINE 1812-9358

PUBLISHER LLC “Consulting Publishing Company “Business Perspectives”

FOUNDER LLC “Consulting Publishing Company “Business Perspectives”

NUMBER OF REFERENCES

32

NUMBER OF FIGURES

6

NUMBER OF TABLES

17

© The author(s) 2025. This publication is an open access article.

businessperspectives.org



295

Investment Management and Financial Innovations, Volume 16, Issue 2, 2019

http://dx.doi.org/10.21511/imfi.16(2).2019.25

Abstract

Forecasting companies long-term financial health is provided by Credit Rating 
Agencies (CRA) such as S&P, Moody’s, Fitch and others. Estimates of rates are based 
on publicly available data, and on the so-called ‘qualitative information’. Nowadays, it 
is possible to produce quite precise forecasts for these ratings using economic and fi-
nancial information that is available in financial databases, utilizing statistical models 
or, alternatively, Artificial Intelligence techniques. Several approaches, both cross sec-
tion and dynamic are proposed, using different methods. Artificial Neural Networks 
(ANN) provide better results than multivariate statistical methods and are used to 
estimate ratings within all the range provided by the CRAs, obtaining more desegre-
gated results than several proposed models available for intervals of ratings. Two large 
samples of companies ‘public data’ obtained from Bloomberg are used to obtain fore-
casts of S&P and Moody’s ratings directly from these data with high level of accuracy. 
This also permits to check the published rating’s reliability provided by different CRAs.

Daniel Caridad (Spain), Jana Hančlová (Czech Republic),  
Hosh el Woujoud Bousselmi (Tunisia), Lorena Caridad y López del Río (Spain)

Corporate rating 

forecasting using 

Artificial Intelligence 

statistical techniques

Received on: 22nd of January, 2019
Accepted on: 21st of May, 2019

INTRODUCTION AND STATISTICAL 

METHODS IN RATING FORECASTING

Credit Rating Agencies (CRA) provide ordinal assessments associated 
with the ability of companies, governments, institutions or financial 
assets to meet debt obligations on time. These ratings are generated 
by CRAs as an ‘objective’ information about the financial health of 
their customers (although, in some cases, the CRAs provide ratings 
for third parties), bonds emissions, companies, institutions, and some 
other agents or financial products. This information is based on two 
components: the first is estimated from financial and economic sourc-
es, usually public, and the second on so called ‘qualitative’ data, which 
is part of the proprietary know-how of the agencies. The methodology 
used is somewhat fuzzy, as the CRAs do not publish their methodolo-
gy fully. Once ratings are published, different agents, such as investors, 
banks, companies or public bodies, use them to assess the financial 
situation of the firm, the institution, or the asset emission; they are 
used, thus, as a measure to evaluate credit risk. 

Most ratings are evaluated at the request of companies or institutions. 
For this purpose, an application is submitted to a CRA, and a contract 
is established between the parties. Costs are borne by the company, 
and that could raise some clear conflicts of interest. There are issues, 

© Daniel Caridad, Jana Hančlová, 
Hosh el Woujoud Bousselmi, Lorena 
Caridad y López del Río, 2019

Daniel Caridad, Risk Manager, BBVA, 
Risk S. Group, Madrid, Spain.

Jana Hančlová, Prof. Ing., 
Department of Systems Engineering, 
VSB-Technical University of Ostrava, 
Czech Republic. 

Hosh el Woujoud Bousselmi, Ph.D. 
Student, University of Tunis El 
Manar, Tunisia.

Lorena Caridad y López del Río, 
Faculty member, Department 
of Statistics and Econometrics, 
University of Cordoba, Spain.

companies rating, forecasting rating, neural networks, 
multivariate statistical models, public data

Keywords

JEL Classification C45, G17

This is an Open Access article, 
distributed under the terms of the 
Creative Commons Attribution 4.0 
International license, which permits 
unrestricted re-use, distribution, 
and reproduction in any medium, 
provided the original work is properly 
cited.

www.businessperspectives.org

LLC “СPС “Business Perspectives” 
Hryhorii Skovoroda lane, 10, 
Sumy, 40022, Ukraine

BUSINESS PERSPECTIVES



296

Investment Management and Financial Innovations, Volume 16, Issue 2, 2019

http://dx.doi.org/10.21511/imfi.16(2).2019.25

or issuers, not rated as a matter of policy by CRAs; in some other cases, there are not enough data avail-
able to estimate a rating, or the issue is privately placed, or there can be a withdrawal of rating associated 
to new circumstances, as can be the case of a bond called for redemption. Ratings evolve along time as 
the position of issuers and their obligations change, and CRAs always warn about the limitation of their 
judgements. Their ratings are qualified as ‘opinions’ and they declare that their purpose is not to guide 
investors in their decisions. Even their discrete and ordinal classification of ratings means that two is-
sues with the same rating cannot be associated to a similar level of risk. 

But, how an independent investor or institution could evaluate the financial health of a company or 
a new issue? How can it be done without having to incur in the costs of arranging a contract for this 
purpose with a CRA? Some statistical methods have been used with this aim, but as the emergency of 
Artificial Intelligence (AI) tools is becoming widespread, it is possible to model the rating of a company 
using public data. The Financial Stability Board (2017) reveals a number of potential benefits and risks 
for financial stability in the coming years and as more data become available.

If the rating process is associated with such uncertainty and red tape, a question arises about the possi-
bility of obtaining, by companies or third parties, these ratings with a less cumbersome and expensive 
approach, even in cases of non-rated risks or issues. In fact, it will be shown that this is possible using 
public information, available to investors and financial institutions. The answer to these question lies in 
using statistical multivariate methods and AI models to estimate ratings of companies based on infor-
mation available about their financial and economic data. 

Most of the literature about financial rating forecasting focuses on bond rating prediction, and not on 
company’s ratings. Fitch (2018) describes the methodology and variables used. Some authors, such as 
Bissoondoyal-Bheenick and Treepongkaruna (2011), have modelled banks ratings. Gogas et al. (2013) 
introduced a forecasting rating model for these entities, using numerical methods, Ptak-Chmielewska 
(2016) and Novotna (2012) compare several statistical methods; Altman (2010) develops a new metric 
to rate firms, and to forecast their probability of default. Gangolf et al. (2016) provide a complete com-
parison of quantitative methods in credit rating forecasting with different statistical and AI techniques. 
Karminsky and Khromova (2016) approach the forecasting of bank ratings using ordered probit models, 
with a sample from Bankscope database. Khemakhem and Boujelbène (2015) forecast credit rating in 
Tunisia. Mayer et al. (2017) treat the validation of ratings as they are computed by the CRAs and how 
they would be influenced by the business cycle. Metz (2006) describes some alternative approaches in 
rating forecasting. Kumar and Haynes (2003) use ANN and discriminant analysis for forecasting credit 
ratings.

In bond rating prediction, several statistical methods have provided models with a medium or high ac-
curacy, especially using Artificial Intelligence with embedded learning capabilities. These models are 
oriented to forecast the bond rates. Some other techniques as Support Vector Machines (SVM) have al-
so been used (Kaplan & Urwitz, 1979). Saha and Waheed (2017) use ANN to estimate ratings of bonds. 
These techniques can be also applied to company rating prediction with advantages over classical statis-
tical methods (Devasena, 2014), such as regression models, multivariate classifications, or decision trees. 
Kim and Ahn (2012) use a modeling procedure called ‘vector machines’, also utilized by Rovira et al. 
(2005). Dima and Vasilache (2016) use a large sample of companies to estimate their ratings at different 
levels.

Back propagation Artificial Neural Networks have been applied in forecasting ratings, usually of bond 
emissions, although here they are used to rate companies. ANNs are fully connected, layered, feed-for-
ward non-linear models, based on a set of causal variables used to estimate one or several dependent 
variables. In this case, the exogenous variables include financial data obtained from public sources, re-
lated to a random chosen set of companies, rated by S&P and Moody’s. The causal variables constitute 
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the ANN input layer from which the activations flow through one or several hidden layers, and finally 
reach the output layer composed by the rating of each company. The back propagation procedure starts 
with a random set of weights or parameters, which are modified for each additional case; comparing 
the output with the real rating, the back phase adjusts the parameters to reduce the errors, usually by a 
gradient descent method. This recursive procedure is repeated until the parameters estimates stabilize.

In the following pages, a set of publicly available variables is proposed as explanatory of the ratings 
levels, with a short introduction to companies’ long-term ratings provided by two main CRAs (S&P 
and Moody’s). Then, two random samples of more than one thousand companies are obtained using 
Bloomberg’s databases. In addition, fifteen economic and financial variables are measured for each of 
them during a five-year period. With this information, several rating forecasting models are proposed, 
both cross-section and dynamic, and their accuracy is assessed with the main explanatory factors. 

1. CREDIT RATING FACTORS

The specification of econometric models to fore-
cast the credit rating of a company involves using 
exogenous financial variables that produce a caus-
al effect on their creditworthiness, and on their 
capacity to fulfill their future obligations. Public 
data are available for most of the companies that 
are traded on financial markets. In Bloomberg’s 
database, this information and the ratings ob-
tained from the main CRAs are available. 

The set of variables used in the proposed models 
are of different types:

a) related to the company size: total sales reve-
nues, short- and long-term debt, net income, 
total assets and non-current assets;

b) related to its economic activity: net profits, in-
ventories, cash and short-term investments;

c) related to financial aspects: EBITDA, EBIT, 
ROA, ROE, EPS, CFO, FFO, net interest ex-
penses, total equity, cash flow from ordinary 
operations, total capital expenditures, returns 
to shareholders, financial expenses, financial 
expenses due to sales, operating expenses;

d) market variables: current market capitaliza-
tion, five-year Credit Default Swaps;

e) leverage data of different relative magnitudes, 
like cash flow over total debt  or over 
its total assets, short- and long-term debt ra-
tios, and so on; liquidity ratios, sales evolution 
and stock market capitalization.

Several authors, including Jayadev (2006), pro-
pose using financial ratios as exogenous causal 
variables. The more widely used variable for fore-
casting the rating of a company is its size, meas-
ured by the total equity (Horrigan, 1966; Kaplan 
& Urwitz, 1979; Pinches & Mingo, 1973; Maher 
& Sen, 1997; Huang et al., 2004). Also, their as-
sets (Pinches & Mingo, 1973) and the total sales 
(Surkan & Singleton, 1990), or their capital 
(Horrigan, 1966; Kaplan & Urwitz, 1979; Maher 
& Sen, 1997; Huang et al., 2004) and the level of 
corporate debt (Chaveesuk et al., 1999; Huang et 
al., 2004). The size of a company is usually linked 
to its ability to cope with financial crisis; that is, 
for a larger company size, it should have greater 
ability to cope with business cycles and, therefore, 
its credit rating should be higher. Evidence sup-
porting this belief is found in Huang et al. (2004) 
who measured the contribution of several varia-
bles in the rating prediction, concluding that the 
variable that had the greatest predictive power for 
their US data sample, were two variables related to 
size (total assets and total liabilities) and financial 
ratio (total long-term debt over total capital paid). 
Activity variables regularly refer to company sales, 
either as a ratio or as a growth rate (Horrigan, 
1966; Dutta & Shekhar, 1988; Surkan & Singleton, 
1990). Most activity variables try to capture the 
speed of operations, such as the burden of inter-
est paid on total expenses or total sales (Kaplan 
& Urwitz, 1979; Shin et al., 2005). The relation-
ship between the rating and the activity level is 
important, since these types of ratios indicate the 
rhythm of activities that the company has, i.e. if 
the active projects contribute to the adequate pay-
ment of their commitments. The variables related 
to the financing of the companies usually refer to 
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the ratio between the debt (short- or long-term) 
and the total assets (Shin et al., 2005; Dutta & 
Shekhar; 1988, Chaveesuk et al., 1999) or between 
debt and equity (Kaplan & Urwitz, 1979; Huang et 
al., 2004). It is also common to use liquidity ratios 
composed from the current assets and/or the cur-
rent liabilities. In this type of ratios, quotients or 
differences are used between both components of 
the current or as a proportion of capital or assets 
(Chaveesuk et al., 1999; Dutta & Shekhar, 1988). 
In other approaches (Lee & Lin, 2014) use genet-
ic algorithms to determine the ratings, or ‘dou-
ble ensemble’ methods such as Kwon et al. (2013). 
Bongaerts (2014) discusses the role of rating agen-
cies and some alternatives for risk assessment. The 
purpose of liquidity ratios is to capture company 
information that indicates whether your financial 
situation to face the immediate payment of your 
obligations is appropriate or not, and how the 
funding structure is.

Some other ratios are used to predict ratings, 
measure the company’s profitability over a time 
interval. These ratios estimate the efficiency 
through items from the same income statement 
(Horrigan, 1966; Pinches & Mingo, 1973; Dutta & 
Shekhar, 1988; Huang et al., 2004), or, in relation 
to the amounts invested in the company (Surkan & 
Singleton, 1990; Kaplan & Urwitz, 1979). Irmatova 
(2017) use an alternative non-parametric method 
for forecasting country’s ratings. The volatility of 
the stock prices of a company is another element 
that has been included in this type of approach 
(Kaplan & Urwitz, 1979; Maher & Sen, 1997). Its 
objective is to measure the degree of uncertainty 
that the market perceives and materializes in the 
stock market quotation of the company’s shares. 
However, these types of variables may also include 

effects other than credit quality, which are related 
to capital market fluctuations.

2. COMPANIE’S RATINGS

Moody’s and S&P define an ordered classification 
of ratings linked to an estimated probability of 
default for each company on its debt’s obligations. 
These classifications are quite similar and are de-
fined by a set of letters and numbers. A summary 
of these ratings is presented in Table 1 with the 
estimated probabilities of default. 

In fact, S&P and Fitch use ten categories for prime 
rates (from AAA to BBB) with their equivalent in 
Moody’s (from AAA to Baa); S&P uses 13 cate-
gories for not prime ratings (from BB to D) while 
Moody’s uses 11 ratings (from Ba to C and an 
additional – or Ca, equivalent to S&P’s D); Fitch 
provides 11 ratings. All these are considered long-
term measures. The agencies provide also a clas-
sification for short-term evaluations. Beside these 
levels, a plus or minus notch can be attached to 
the rating as a warning of a possible change. Each 
rating agency uses its own procedures to calculate 
the ratings of companies and institutions. In fact, 
it uses financial data (in general available to the 
investors) and so called ‘qualitative data’, which 
takes into account the business strategies, and the 
changes in the company’s industry or sector.

In this study, only past yearly financial informa-
tion is used, that is the ‘quantitative data’ that 
are publicly available for each company. With 
these data plus the ratings calculated by S&P and 
Moody’s, some models are proposed to forecast 
the actual ratings, and, as it will be shown, the re-

Table 1. Total default probability for each rating level
Source: Moody’s and S&P.

Description S&P Moody’s Fitch PD over 5 years

Capacity to make timely 
payment: investment grade

Extremely strong AAA Aaa AAA 1/600

Very strong AA Aa AA 1/300

Strong A A A 1/150

Adequate BBB Baa BBB 1/30

Vulnerability to non-payment: 
non-prime

Less vulnerable BB Ba BB 1/10

More vulnerable B B B 1/5

Currently vulnerable CCC Caa CCC 1/2

Currently highly vulnerable CC – CC –

Default SD/D Ca D –
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sults are quite similar to the final rating provided 
by the two main rating agencies. 

From the measured variables, several well-known 
ratios are proposed. Subsequently, both types of 
explanatory variables will be used in the specifi-
cation of models, as well as some qualitative fac-
tors, such as the sector to which the company be-
longs. Given the number of variables that can be 
used to replicate a company’s rating, the follow-
ing financial variables have been selected, meas-
ured in millions of euros: X

1
 = sales revenues, 

X
2
 = EBITDA, X

3 
= EBIT, X

4
 = interest expenses, 

X
5
 = net income, X

6
 = balance sheet total assets, 

X
7
 = non-current assets, X

8
 = inventories, 

X
9
 = cash and short-term investments, X

10 
= short-

and long term debt, X
11

 = total equity, X
12

 = cash 
flow from operations, X

13
 = CAPEX, X

14 
= divi-

dends paid and X
15 

= current market capitaliza-
tion. Some of these variables are used by rating 
agencies, such as the size of each company; at 
the higher rating levels, there are no medium- or 
low-size companies.

From these variables, some usual economic-finan-
cial ratios can be obtained: R

1
 = EBITDA margin 

over sales = X
2
/X

1
, R

2
 = EBIT margin = X

3
/X

1
, 

R
3
 = net profit margin = X

4
/X

1
, R

4
 = interests paid 

coverage = X
2
/X

4
, R

5
 = DFT/(DFT+EQUITY) = X

10
/

(X
10

+X
11

), R
6
 = DFN/EBITDA = (X

10
 – X

9
)/X

2
, 

R
7
 = financial autonomy = X

11
/X

7
, R

8
 = X

10
/X

12
 

and R
9
 = FCF = X

12
+X

13
+X

14
. In some cases, these 

ratios are used to forecast rating, but it has been 
assessed that the original variables are more use-
ful for this purpose. There are also available three 
additional variables associated with the growth of 
sales, profits and market capitalization in the last 
five years.

The variables that are intended to be predicted are 
the companies’ ratings elaborated by the CRAs 
considered: Y

1
 = S&P rating and Y

2
 = Moody’s rat-

ing. These are ordinal variables, although rating 
companies estimate them numerically, and then 
categorize them by defining an interval partition. 
In their final score, in addition to economic-finan-
cial data of each company, they use other types of 
data, including opinions or rumors, and, above all, 
they use the previous valuation level, which has 
given rise to unforeseen and, sometime, worry-
ingly situations.

Neural networks have been used in numerous ap-
proaches in the last decade, with precedents in 
Spain, to forecast bond ratings, although most of 
these are linked to Asian institutions and to jour-
nals related to Artificial Intelligence (Zhao et al., 
2015; Tsai et al., 2008). These techniques are used 
in this paper to estimate the ratings of companies 
from different sectors.

3. DATA SAMPLES

Two random samples are used, obtained from 
Bloomberg financial database, including firms 
from different sectors. The first includes n = 1,324 
companies for which the previous variables (X) 
corresponding to fiscal year 2014 have been ob-
served. The second includes n = 1,094 firms with 
the X variables measured during a period of five 
years (2010–2014). Both samples were selected just 
after the effects of 2008 financial crisis have been 
taken into account. For each of them, the S&P rat-
ing and the Moody’s rating are also available. The 
companies ratings in the samples are shown below. 
In the rating’s distribution, it is more frequent to 
find companies in the categories A+ to BB+, con-
sidered as recommended investments; companies 
classified as non-prime in BB or lower categories 
are also present. Still, in these non-recommended 
classifications, many companies have been select-
ed. In the groups C and D, there are fewer compa-
nies, because their mortality is high. On the other 
hand, in the higher categories, the number of com-
panies is much smaller. In short, the sample distri-
bution of the selected companies (in both samples) 
is similar to the distribution in the population of 
companies that are valued by the rating agencies.

Both ratings are available for most of the selected 
firms, although 22% of the companies do not have 
Moody’s rating. For this reason, the S&P valuation 
will be initially used as endogenous variable in the 
ANN model; ratings are codified in 20 categories 
from AAA (or Aaa) to D (or Ca), and some addi-
tional variables are obtained defining lower num-
bers of ratings.

These Y valuation variables are forecasted. As 
could be expected, joining the qualification in a 
lower number of classes increases the predictive 
power of the models. 
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Table 2. S&P and Moody’s rating distributions in samples I and II

S&P Frequency 
sample I % Frequency 

sample II % Moody’s Frequency 
sample I % Frequency 

sample II %

AAA 5 0.4 3 0.3 Aaa 4 0.3 3 0.3

AA+ 2 0.2 2 0.2 Aa1 5 0.4 3 0.3

AA 13 1.0 11 1.0 Aa2 5 0.4 5 0.6

AA- 30 2.3 24 2.2 Aa3 22 1.7 10 1.1

A+ 44 3.3 39 3.6 A1 42 3.2 41 4.6

A 74 5.6 63 5.8 A2 66 5.0 61 6.8

A- 122 9.2 107 9.8 A3 86 6.5 76 8.5

BBB+ 145 11.0 128 11.0 Baa1 127 9.8 102 11.4

BBB 184 13.9 171 15.6 Baa2 144 10.9 129 14.5

BBB- 148 11.2 113 10.3 Baa3 118 8.9 101 11.3

BB+ 119 9.0 99 9.0 Ba1 94 7.1 99 11.1

BB 119 9.0 98 9.0 Ba2 83 6.3 68 7.6

BB- 89 6.7 71 6.5 Ba3 91 6.9 69 7.7

B+ 95 7.2 70 6.4 B1 76 5.7 53 5.9

B 71 5.4 53 4.8 B2 48 3.6 40 4.5

B- 37 2.8 20 1.8 B2 31 2.3 16 1.8

CCC+ 11 0.8 10 0.9 Caa1 24 1.8 12 1.3

CCC 5 0.4 4 0.4 Caa2 6 0.5 2 0.2

CCC- 6 0.5 0 0.0 Caa3 3 0.2 2 0.2

D 5 0.4 1 0.1 Ca 2 0.2 0 0.0

Table 3. Rating’s codes

S&P Moody’s Code Y S&P Moody’s S&P YS S&P YSn Moody’s YMn
AAA Aaa 1 Stable Prime1 1 3 5

AA+ Aa1 1.5 Stable Prime1 1 3 5

AA Aa2 2 Stable Prime1 1 3 5

AA- Aa3 2.5 Prime Prime1 1 3 5

A+ A1 3 Prime Prime1 1 3 5

A A2 3.5 Prime Prime12 1 3 4

A– A3 4 Prime Prime12 1 3 4

BBB+ Baa1 4.5 Prime Prime2 1 2 3

BBB Baa2 5 Prime Prime23 1 2 2

BBB- Baa3 5.5 Prime Prime3 1 2 1

BB+ Ba1 6 No prime No prime 0 1 0

BB Ba2 6.5 No prime No prime 0 1 0

BB– Ba3 7 No prime No prime 0 1 0

B+ B1 7.5 No prime No prime 0 1 0

B B2 8 No prime No prime 0 1 0

B– B3 8.5 No prime No prime 0 1 0

CCC+ Caa1 9 No prime No prime 0 0 0

CCC Caa2 9.5 No prime No prime 0 0 0

CCC– Caa3 10 No prime No prime 0 0 0

D Ca 10.5 No prime No prime 0 0 0
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A general description of the variables used in the 
modeling process is presented, starting with eco-
nomic-financial (X) and ratios (R): the basic de-
scriptive statistics are shown in the following 
tables.

Although in most of previous publications, fi-
nancial ratios are used, in our ANN, these var-
iables are not relevant, once the X variables are 
included. 

Besides modeling the original S&P and Moody’s 
ratings, as these are somewhat ‘diffuse’, some 
transformations can be done to reduce the orig-
inal twenty categories to a smaller number. Here, 
diverging from previous works, the ANN mod-
els presented forecast the full range of ratings. 
Considering a first classification of the rating in 
two categories (stable and speculative), 57.9% of 
the companies analyzed have a rating equal to or 
higher than BBB–, and 42.1% fall into speculative 

Table 4. Distribution of rates in sample I

YY
TotalPrime 1 AAA 

A+
Prime 12 

A A–
Prime 2 

BBB+
Prime 2 3 

BBB
Prime 3 

BBB– BB+
No prime 
BB BB–

No prime 
B+D

S&P 
original

AAA 5 – – – – – – 5

AA+ 2 – – – – – – 2

AA 13 – – – – – – 13

AA– 30 – – – – – – 30

A+ 44 – – – – – – 44

A – 74 – – – – – 74

A– – 122 – – – – – 122

BBB+ – – 145 – – – – 145

BBB – – – 184 – – – 184

BBB– – – – – 148 148

BB+ – – – – – 119 119

BB – – – – – 119 119

BB– – – – – – – 89 89

B+ – – – – – – 95 95

B – – – – – – 71 71

B– – – – – – – 37 37

CCC+ – – – – – – 11 11

CCC – – – – – – 5 5

CCC– – – – – – – 6 6

D – – – – – – 5 5

Total 94 196 145 184 148 238 319 1,324

Table 5. Sample I description of the X variables

n Minimum Maximum Mean Stand. deviation
X

1
 Sales 1,309 28.20 371382.41 12169.79 28366.145

X
2
 EBITDA 1,306 –1404.68 44538.23 1981.795 4246.596

X
3
 EBIT 1,308 –2645.00 38683.69 1211.518 2750.543

X
4
 IS Int. income 1,209 0.03 7149.32 197.105 404.845

X
5
 Net income 1,308 –4834.00 29110.58 748.956 1986.582

X
6
 BS Total assets 1,311 77.66 633947.15 19612.24 44816.632

X
7
 BS Total non-current assets 1,303 10.14 387857.85 13268.57 28951.764

X
8
 BS Inventories 1,134 0.10 39990.26 1382.645 3175.273

X
9
 Cash & ST investments 1,297 0.00 275132.25 2041.665 9580.072

X
10

 Short- and long-term debt 1,300 1,16 224961.16 5758.601 13519.004

X
11

 Total equity 1,308 –9258.68 149639.67 6894.895 14952.593

X
12

 Cash flow 1,307 –1274.00 43995.95 1602.513 3691.676

X
13

 Capital expenditures 1,300 –26696.48 0.00 –1034.150 2426.594

X
14

 Dividends 1,005 –16194.00 0.00 –517.228 1153.568

X
15

 Market capitalization 1,227 6.38 635836.75 18286.185 39975.225
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categories (no prime). Using a larger number of 
categories, the distribution is presented in Table 6. 

The univariate description of each of the X varia-
bles shows that none of them individually can be 
used as a benchmark for rating estimation, and 
their description is thus omitted. In the ‘utilities’ 
sector, the behavior of the EBITDA variable is 
contrary to that of other sectors, at least for sev-
eral companies. In the rest, the trend is higher for 
entities with higher value of X

2
. The variable X

4
 

presents a heterogeneous behavior; several sectors 
tend to be rated higher with X

4
, while in others the 

opposite occurs. The net income variable, as ex-
pected, tends to increase with higher revenues, at 
least for the best-qualified companies. Total assets 
are not clearly related to the company’s rating; in 
some sectors, is even negatively related. The distri-
bution of non-current assets in each sector is also 
very variable. The level of inventories is higher in 
the industrial sector, so it is not predictive of the 
company’s rating. The distribution of short-term 
and liquid assets is also variable, although some 
industrial, telecommunications, computing and 
energy have some important reserves. Debt, both 
short- and long-term, is highly variable, high-
lighting some industrial companies, telecom-
munications and utilities. When considering the 
distribution of the firm’s capital, there is a huge 
variability between the different companies and 
sectors. Cash flow is quite heterogeneous in differ-
ent sectors, and not directly related to ratings. In 
energy and telecommunications firms, the level of 
investment is very high, in comparison with the 
rest of the sectors. In the health industries, prof-
its for shareholders tend to overcome to the rest. 
Market capitalization is quite variable, not show-
ing a direct link by itself to ratings.

In the second sample, the results are similar: it is 
not possible to associate clearly none of the varia-
bles with the ratings, when considering each ex-

ogenous variable alone. In addition, when analyz-
ing the temporal evolution of each variable against 
ratings, there is no clear association. The conse-
quence is that multivariate methods are needed to 
be able to forecast ratings using financial data of 
each firm.

4. RATING PREDICTION 

MODELS

Most of the published works deal with the predic-
tion of bond issue’s ratings, and many less with those 
of companies, which is the problem addressed here. 
The process of modeling the rating of the differ-
ent companies analyzed in both samples is based 
on ANN techniques. It is clear that other possible 
approaches exist, using several multivariate statis-
tical techniques, or multinomial logistic (or simi-
lar) models. Discriminant analysis methods are 
easy to apply, but nonlinear relationships between 
variables limit their use. ANN were first used in the 
1980s to classify bonds. In predicting the rating, it 
is usual to join the scores classes, but we address the 
forecasting the final non-aggregate rating of each 
company. For higher degree of aggregation of the 
rating’s categories, the proportion of correct pre-
dictions increases. For example, Garavaglia (1991) 
attempts to predict all levels of scores, ranging from 
the highest credit quality to the lowest, with a cor-
rect prediction rate of 23%, and then, grouping the 
ratings into three classes (investment grade, from 
AAA to BBB, speculative grade, from BB to C, and 
the last with the D score), reaching 84% of correct 
predictions. As the granularity increases, that is, 
the number of classes to predict, this proportion 
decreases. Here, in contrast with previous publica-
tions, several models are estimated to forecast the 
exact rating their whole range published by S&P.

With respect to the time interval considered, 
in sample I, the data include just one year, and, 

Table 6. S&P and Moody’s distributions

Moody’s Frequency % S&P Frequency %

No prime 542 52.4 D to CCC+ 27 2.0

Prime 3 118 11.4 B– to BB+ 530 40.1

Prime 2/3 144 13.9
BBB– to BBB+ 477 36.0

Prime 1/2 152 14.7

Prime 1 78 7.5 AAA– to AAAA 290 21.9

Total 1,034 – Total 1,324 –
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therefore, ratings are estimated at the end of 
this period. With sample II, having data from 
a five-year period, it is possible to address the 
dynamic prediction, or at least predict the rat-
ing of the last fiscal year taking into account the 
public financial X variables in previous years. A 
proportion of 70%-80% of the available data is 
used to estimate the models and leaving the rest 
to validate the results. In addition to the usual 
adjustment measures and the proportion of suc-
cesses in the rating prediction, the proportion 
of hits considering moving classes is obtained, 

using the immediately preceding and the sub-
sequent category. Since the ratings of S&P and 
Moody’s have a variability that reaches almost 
45% between evaluations of one against the oth-
er, it is usual to see differences in one or two 
steps in the score.

In the first set of data, with a sample of companies 
whose data correspond to the last year treated, an 
MLP network (16, 7, 1) is estimated using exoge-
nous economic-financial variables, plus the sector 
to which the companies belong. 

Figure 1. ANN estimated with sample I for S&P’s ratings

Rating Y

e

X1

X15

X2

Sector N2

N3

N4

N5

N1

N6

N7

Figure 2. ROC curve for the S&P prediction model with sample I
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Valid cases are 787, of which 537 form the training 
set and the remaining 250 are used to validate the 
model. The activation function used is the hyper-
bolic tangent. There are seven neurons in the hid-
den layer.

The results obtained with this network improve 
those presented in the literature using of all rat-
ing levels in the S&P classifications: in 29.81% of 
the cases, the classification is reproduced correctly. 
However, if the prediction of the exact score or of 
the two adjacent ones is to be made, in the test set 
58.10% of correct predictions are obtained, and, if 
the objective is to forecast rating measured in an 
interval of two classes above or below de Y value, 
the success rate increases to 80.24% of the S&P 
scores.

The ROC curves show the behavior at each of the 
rating levels. 

In the absence of a high number of data, it is not-
ed that some rating classes do not show sufficient 
detail. With the sample II models, these problems 
will be corrected. Another way to look at these 
curves is by measuring the area delimited below 
them. Higher values show better predictability.

Table 7. Areas under the ROC curves for the S&P 
ratings prediction (sample I)

Rating Area
AAA 0.902

AA+ 0.775

AA 0.959

AA– 0.928

A+ 0.848

A 0.834

A– 0.769

BBB+ 0.740

BBB 0.715

BBB– 0.711

BB+ 0.763

BB 0.801

BB– 0.866

B+ 0.916

B 0.936

B– 0.972

CCC+ 0.646

CCC– 0.935

The most important explanatory variable in the 
network is ‘market capitalization’, in line with the 
importance of the size of the company evaluated, 
according to the majority of authors. Net income 
is the next variable to consider.

Table 8. Relative importance of the exogenous 
variables

Importance %
Sector 0.035 33.2

X
1
 Sales revenues 0.055 52.3

X
2
 EBITDA 0.055 52.9

X
3
 EBIT 0.051 49.3

X
4
 IS International income 0.095 90.9

X
5
 Net income 0.099 95.1

X
6
 BS total assets 0.036 34.6

X
7
 BS total non current assets 0.048 45.7

X
8
 BS Inventories 0.032 31.1

X
9
 Cash and ST investments 0.052 49.5

X
10

 Short- and long-term debt 0.079 75.5

X
11

 Total equity 0.083 79.5

X
12

 CF cash from operations 0.092 88.4

X
13

 Capital expenditures 0.035 33.8

X
14

 Dividend paid 0.050 47.7

X
15

 Current market capitalization 0.104 100.0

For the score granted by Moody’s to each company, 
the following model is estimated.

It is an MLP (16, 6, 1) with hyperbolic tangent acti-
vation function in the first layer. In the training set, 
of 421 cases, 131 were well classified, i.e., 31.12%; 119 
are estimated in the class adjacent to the correct class 
and 64 in the second class adjacent. In the test set, 
the correct percentage drops significantly, although 
52.53% of hits in the correct class and adjacent ones 
are maintained, and in 76.26% of the cases, if a possi-
ble deviation of two classes is considered.

Again with the ROC there can be seen the difficul-
ty of estimating the predictive accuracy for some 
infrequent ratings.

Table 9. Areas under ROC curves

Rating Area
Aaa 0.938
Aa1 0.986
Aa2 0.970
Aa3 0.856
A1 0.874
A2 0.850
A3 0.782
Baa2 0.685
Baa3 0.690
Ba1 0.719
Ba2 0.759
Ba3 0.875
B1 0.853
B2 0.674
B3 0.943
Caa1 0.581
Caa2 0.592

In order to evaluate the importance of the differ-
ent independent variables in the rating prediction 
model, Table 10 shows that the first two variables 
remain the capitalization value of the companies 
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Figure 3. Network to estimate Moody’s ratings (Sample I)

Rating Y

e
X1

X15

X2

Sector

N2

N3

N4

N5

N1

N6

Figure 4. ROC chart for the Moody’s model

Table 10. Relative importance of the exogenous variables of the network
Exogenous variables Importance %

Sector 0.038 37.3

X
1
 Sales revenues 0.057 55.3

X
2
 EBITDA 0.083 81.0

X
3
 EBIT 0.039 38.3

X
4
 IS Int. income 0.077 74.7

X
5
 Net income 0.103 100.0

X
6
 BS total assets 0.050 48.8

X
7
 BS total non current assets 0.060 58.1

X
8
 BS Inventories 0.072 70.0

X
9
 Cash & ST investments 0.042 40.8

X
10

 Short- and long-term debt 0.042 40.8

X
11

 Total equity 0.068 65.7

X
12

 CF cash from operations 0.071 69.5

X
13

 Capital expenditures 0.028 27.5

X
14

 Dividend paid 0.075 72.6

X
15

 Current market capitalization 0.095 92.4
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and the net income, although permuted with re-
spect to the S&P model.

Joining together several classes, as thus appears 
in several referenced works, the predictive ca-
pacity of the networks improves substantially. 
Then, considering as a variable to explain YSn ∈ 
{1,2,3} forS&P being Ysn = 1 for the lowest rat-
ings to BB+, Ysn = 2 for the scores from BBB– to 
BBB+, and finally Ysn = 3 for the ratings from 
A– to AAA. The training set includes 536 cas-
es and 247 the test set. In the network, seven 
neurons are used in the hidden layer, and 61.5% 
of correct classifications are reached, as can be 
seen in Table 11.

The importance of the exogenous variables ap-
pears in Table 12, in which, again, the market cap-
italization appears first, followed by the variables 
related to the income.

Table 12. Classification with a network in three 
classes (sample I, S&P)

Importance Importance 
normalized

Sector 0.044 34.7%

X
1
 Sales revenues 0.034 26.8%

X
2
 EBITDA 0.035 27.1%

X
3
 EBIT 0.104 81.5%

X
4
 IS Int. income 0.123 96.8%

X
5
 Net income 0.070 54.9%

X
6
 BS Total assets 0.040 31.3%

X
7
 BS Total non current assets 0.045 35.3%

X
8
 BS Inventories 0.047 36.7%

X
9
 Cash & ST investments 0.038 30.0%

X
10

 Short- and long-term debt 0.030 23.9%

X
11

 Total equity 0.091 71.1%

X
12

 CF cash from operations 0.077 60.5%

X
13

 Capital expenditures 0.028 21.9%

X
14

 Dividend paid 0.068 53.5%

X
15

 Current market capitalization 0.127 100.0%

The description of the data in the three groups 
shows clear differences between them. The impor-

Table 11. Classification with a network in three classes (sample I, S&P).

Data sets Observed Forecasted
BB+ to B– BBB+ to BBB– AAA to A– % correct

Training

BB+ to B– 108 40 1 72.5

BBB+ to BBB– 47 171 19 72.2

AAA to A–
4 56 90 60.0

29.7% 49.8% 20.5% 68.8

Test

BB+ to B– 43 25 1 62.3

BBB+ to BBB– 25 71 7 68.9

AAA to A–
2 35 38 50.7

28.3% 53.0% 18.6% 61.5

Table 13. Descriptive statistics for basic variables

S&P

B–/BB+ BBB–/BBB+ A–/AAA

Mean Standard 
deviation Mean Standard 

deviation Mean Standard 
deviation

X
1
 Sales revenues 5870.1 12523.1 13794.9 22398.5 32312.6 53336.2

X
2
 EBITDA 982.7 2963.3 1899.7 2818.1 5662.7 7435.8

X
3
 EBIT 567.1 1928.6 1120.4 1638.3 3712.2 4884.2

X
4
 IS Int. income 147.3 299.4 234.2 421.0 330.7 609.2

X
5
 Net income 215.3 732.2 630.5 1059.9 2568.1 3666.9

X
6
 BS Total assets 9021.9 21722.5 23143.3 53121.4 49154.9 68942.9

X
7
 BS Total non current assets 6268.4 16331.8 14980.7 26991.1 33193.6 48430.1

X
8
 BS Inventories 635.5 1502.9 1237.5 2181.7 3521.2 5737.8

X
9
 Cash & ST investments 877.4 2383.2 2341.1 15126.4 5354.5 11808.1

X
10

 Short- and long-term debt 3245.8 8204.4 6454.5 13386.0 13162.1 23417.4

X
11

 Total equity 3244.9 10711.3 6819.9 9392.8 19397.9 26146.6

X
12

 CF cash from operations 831.9 3293.5 1516.9 2195.2 4493.2 6429.3

X
13

 Capital expenditures –603.8 2022.1 –1029.4 1649.8 –2429.1 4064.8

X
14

 Dividend paid –134.7 343.4 –441.4 1053.8 –1260.4 1713.7

X
15

 Current market capitalization 4805.8 7499.0 14659.8 17704.4 51883.6 70579.9
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tance of the introduced variables appears in Table 
13, in which, again, the market capitalization ap-
pears first, followed by the variables related to the 
income.

In Table 13, there are clear differences between the 
groups, as can be seen in the Wilks’s tests of homo-
geneity of means, that produce p-values p < 0.001, 
for all the variables.

Although we do not consider them as informative, 
since the prediction for grouped ratings classes is 
not the priority objective, it is simply presented 
as a point of comparison with previous existing 
results in the literature. With other classification 
methods, such as discriminant analysis, the re-
sults are less accurate. By including the same clas-
sification variables as in the ANN, Fisher’s discri-
minant functions lead to lower forecasting power.

Only 52.4% of correct predictions were achieved, 
compared to 61.5% in the case of using a neu-
ral network, although less data were used in the 
training set. With logistic models, the results are 
similar to those obtained by discriminant analysis 
techniques, that is, also inferior to those deduced 
by neural network models. 

5. DYNAMIC RATING 

PREDICTION MODELS

In this case, sample II is used. The first model in-
cludes as exogenous the fifteen variables X consid-
ered, the industrial sector of the company and the 
year to which the data corresponds. The variable 

explained is the full set of S&P rating with all its 
categories, that is, it is not about joining categories 
in blocks to improve the percentage of hits, which, 
in previous works, do not reach 25% of correctly 
predicted ratings.

Thus, there are 45 input variables to the network and 
two factors. The selected network has a hidden layer 
with 13 neurons, with hyperbolic tangent activation 
function, and the S&P rating as the output layer. This 
output variable takes the following values: 1 for the 
maximum level AAA, 2 for the next, AA+, and so 
on up to the value 20 for the D rating. The number 
of data used is 4,812, with 3,530 being dedicated, a 
little over 70%, as a subsample for estimating the net-
work (training set) and 1,562, the remaining 30%, for 
validation.

The correct rating forecasts in the training set were 
33.97% and 29.92% in the test set, compared with 
previous results by Garavaglia (1991), which reached 
23% with rating using 17 levels instead of the 20 con-
sidered here. If it is accepted as correct prediction 
when the forecast are either the actual rating or the 
next higher or lower levels, the correct forecasts are 
65.29% in the training set, and 62.09% in the test set.

If the ratios are included as additional input var-
iables, the percentages of correct predictions in-
crease slightly (3%), so, for economy of parame-
ters, the proposed model with the 15 exogenous 
variables for each year, the sector and the year fac-
tor, are retained; in this case the correct ratings 
forecast are 35.41% in the training set. If the aim is 
to forecast the actual rating plus/minus one notch, 
the correct forecasts rise to 64.59%. Predicting the 

Table 14. Fisher’s discriminant functions classification

S&P
B–/BB+

BBB–/BBB+

Forecasted rating
Total

A–/AAA

Classification

Frequency

B– to BB+ 194 18 6 218

BBB– to BBB* 180 132 28 340

A– to AAA 70 50 105 225

%

B– to BB+ 89.0 8.3 2.8 100.0

BBB– to BBB+ 52.9 38.8 8.2 100.0

A– to AAA 31.1 22.2 46.7 100.0

Jacknife 
classification

Frequency

B– to BB+ 190 21 7 218

BBB– to BBB* 185 122 33 340

A– to AAA 71 56 98 225

%

B– to BB+ 87.2 9.6 3.2 100.0

BBB– to BBB+ 54.4 35.9 9.7 100.0

A– to AAA 31.6 24.9 43.6 100.0
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rating with a maximum deviation of two steps, 
these values increase to 81.53%. In the test set, 
these percentages are 30.73%, 59.73% and 80.15%, 
respectively. Not taking into account the sector to 
which the company belongs, these percentages de-
crease slightly. The ROC curve that shows the be-
havior for each of the ratings.

The capitalization level (X
15

) is the input variable 
with the greatest predictive power, in line with the 

results of several authors who associate creditwor-
thiness with the size of the company. The next is 
associated with liquidity (X

9
) and the third, (X

14
) 

corresponds to dividends paid to shareholders.

Likewise, Moody’s ratings can be estimated using 
similar models. With the same topology as in the 
network selected for S&P, i.e. with the fifteen year-
ly explanatory base variables (X), the economic 
sector and the year associated with the data, for 

Figure 5. Network MLP (47, 13, 1) to estimate S&P rating

Figure 6. ROC curve

Rating Y

e

X1
2010-2014

X15
2010-2014

X2
2010-2014

Sector

N2

N3

N1

N13
Year
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the entire period 2010–2014, the following results 
are obtained, with n = 4201 cases of which 2,987 
in the training set (71.1%) and 1214 (28.9%) in the 
test set. The selected network is still an MLP (47, 
13, 1), and the output variable is Moody’s rating 
structured into the whole set of 20 levels, without 
adding any lagged ratings. In the case of the train-
ing set, 1,152 cases were correctly estimated, that 
is 38.57% of the total. If the objective is to estimate 
the rating with a maximum deviation of one-step, 
there are 835 additional correct cases, increasing 
the predictive capacity to 66.52%. If a maximum 
deviation of two rating levels is allowed in the pre-
diction, the percentage of correctly classified in-
creases to 84.40%. In the test set, these measures 
of predictive capacity are maintained, with respec-
tive proportions of 34.43%, 65.16% and 83.69%.

The forecasts obtained for the rating of Moody’s 
are therefore more accurate than those obtained 
for the S&P rating, which were 30.73%, 59.73% 
and 80.15%, respectively. Perhaps, it could be con-
cluded that S&P’s ratings are overvalued relative 
to reality, and that Moody’s proposes more com-
patible ratings according to economic-financial 
variables of companies.

A clearer way to obtain the information provided 
by the ROC curve is by the area contained under 
each of the curves associated with each rating lev-
el, although it must be reminded that some catego-
ries have a rather small number of data. 

Table 15. Area under the ROC curve for each 
rating

Rating Area Rating Area

AAA 0.943 Aaa 0.945

AA+ 0.928 Aa1 0.980

AA 0.955 Aa2 0.978

AA– 0.913 Aa3 0.941

A+ 0.923 A1 0.931

A 0.829 A2 0.881

A– 0.839 A3 0.841

BBB+ 0.811 Baa1 0.837

BBB 0.768 Baa2 0.802

BBB– 0.701 Baa3 0.790

BB+ 0.798 Ba1 0.805

BB 0.776 Ba2 0.812

BB– 0.808 Ba3 0.869

B+ 0.869 B1 0.895

B 0.894 B2 0.898

B– 0.868 B3 0.902

Rating Area Rating Area

CCC+ 0.754 Caa1 0.908

CCC 0.801 Caa2 0.813

CCC – Caa3 0.936

D 0.777 Ca –

The relative importance of each variable entered 
in the network is shown in the following table. 
The capitalization level (X

15
) shows the second 

most predictive power, in line with the results of 
several authors who associate creditworthiness 
with the size of the company, and down one po-
sition with respect to the S&P model. The first 
is the cash f low (X

12
). Note the difference in the 

criteria prevailing by Moody’s with respect to 
S&P.

Table 16. Importance and normalized 
importance of each explanatory variable

Input Importance %

t 0.014 13.8

Sector 0.045 45.2

X
1
 Sales revenues 0.055 54.5

X
2
 EBITDA 0.062 61.7

X
3
 EBIT 0.073 72.4

X
4
 IS Int. income 0.071 70.3

X
5
 Net income 0.043 43.2

X
6
 BS Total assets 0.056 55.8

X
7
 BS Total non current assets 0.052 51.9

X
8
 BS Inventories 0.044 44.3

X
9
 Cash & ST investments 0.053 52.5

X
10

 Short- and long-term debt 0.055 55.0

X
11

 Total equity 0.075 74.6

X
12

 CF cash from operations 0.100 100.0

X
13

 Capital expenditures 0.046 46.2

X
14

 Dividend paid 0.063 63.0

X
15

 Current market capitalization 0.091 90.8

It is possible to simplify the previous model by 
eliminating some explanatory variables. The 
most accurate model eliminates the temporal 
factor as an explanatory variable, in addition to 
the variables ‘total non-current assets’ (X

7
) and 

‘inventories’ (X
8
). The model finally estimated 

is the following MLP (40, 19, 1), estimated with 
3,539 cases in the training set and 1,564 in the 
test set. The proportion of correctly classified 
cases rises to 37.64%, to 65.78% with a deviation 
of one level on both sides, and to 81.75% with 
a deviation of two levels on both sides. For the 
test set, these proportions are 33.31%, 62.15% 
and 81.52%, respectively.
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The ROC curves show the behavior of the mod-
el for each of the ratings. The importance of 
explanatory variables is shown below. It is the 

total equity (X
11

) and the current market capi-
talization (X

15
) variables that have the greatest 

predictive power.

CONCLUSION

Forecasting long-term companie’s ratings can be solved using several statistical and econometric tech-
niques. Previous references use a simplified approach, reducing the number of categories in the rating 
variable, defining class intervals of ratings. Nowadays, S&P and Moody’s use twenty levels, and this real 
rating has been estimated with different statistical and AI models. Most of the academic literature is 
oriented to estimate the rating of bonds emissions and credit instruments, while here the objective is to 
forecast the long-term rating of companies, which is obtained with fairly high accuracy; and this can be 
done without the ordinary costs associated when rating is demanded by a company to a CRA. With this 
aim, only public data are used, based on the economic and financial data provided by the companies 
as general information provided associated to their fiscal year accounts. Also repeated measures over 
several years do improve the accuracy of forecasting. Of course, the methodology proposed can be ex-
tended when these institutions inform about partial data (for example, on a monthly or quarterly basis). 
ANN provide a flexible instrument to forecast the rating provided by S&P or Moody’s, and to estimate 
them within moving interval with semi-amplitude equal to one or two rating levels. AI models are more 
precise that other multivariate discrimination and classification procedures.

The input variables used in the proposed models are related to the company size, its activity, finan-
cial aspects, market capitalization, cash flow, liquidity, sales, and debt related. Cross-section and fixed 
panel data are used in two different samples, obtaining the corresponding forecasts. Better results are 
obtained when five-year public data are used as explanatory variables, taking into account the industry 
sector of each company. These variables can not be individually linked to the published ratings; thus 
they are jointly treated. One random sample of 1,324 companies is used for the cross section model with 
ratings of both CRA. A second sample of 1,087 companies, and related to a five-year period, is the base 
of a dynamic (and more precise) forecasting model. Some alternative models can be specified, in some 
cases omitting some of the variables, with similar results.

Comparing S&P and Moody’s ratings, the former tend to be higher than the later (in both samples and 
every year). In addition, Moody’s results tend to be more accurate and robust in alternative models. This 
could be related to possible conflicts of interest in the rating of companies, which are customers of the 

Table 17. Importance and relative importance of the input variables
Importance %

Sector 0.041 34.7

X
1 
Sales revenues 0.052 44.0

X
2
 EBITDA 0.079 66.9

X
3
 EBIT 0.072 61.3

X
4
 IS Int. income 0.071 60.9

X
5
 Net income 0.050 42.8

X
6
 BS Total assets 0.060 51.5

X
9
 Cash & ST investments 0.069 58.5

X
10

 Short- and long-term debt 0.067 56.9

X
11

 Total equity 0.117 100.0

X
12

 CF cash from operations 0.057 48.8

X
13

 Capital expenditures 0.087 74.1

X
14

 Dividend paid 0.070 59.5

X
15

 Current market capitalization 0.108 91.8
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CRAs. The correct point and one/two levels intervals are attained (always in the test data set) in over 
25%, 58% and 80% of the cross section data for S&P values and 31%, 52% and 76% for Moody’s. When 
several adjacent rating categories are clustered, the forecasting power increases significantly. It is easier 
to forecast ratings in both ends of the scale, as could be expected, as are deduced from the ROC curves.

In the dynamic forecasting, using several years of public data, the forecasting power raises to 31%, 60% 
and 80%, for S&P, and over 34%, 65% and 83% for Moody’s. The forecast accuracy is more homogenous 
across different levels of ratings.

Market capitalization (in line with several authors that link creditworthiness with the size of the com-
pany), income, followed by cash flow and liquidity are the most important explanatory variables. The 
first two, in the cross section model, and the last two in the dynamic network. 

In summary, it can be concluded that ratings similar to those provided by the CRA can be obtained 
from public data, with a high degree of accuracy, avoiding the costs involved in contracting with the 
rating agencies for these purposes. Also, the proposed models could be easily used to check the ratings 
provided by different CRA in case of significant discrepancies between them.
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