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Determinants of Labor Productivity in the USA

Abstract

This study aims to examine whether the labor productivity of the US population directly depends on public or private insurance coverage of people, employment level, life expectancies, spending on the public health system as a percentage of GDP, and spending on the public health system in natural terms.

Empirical testing was carried out on the USA statistical data for 1987–2021 using a regression model with the fitting procedure backward stepwise selection (in Statgraphics software), and a multivariate adaptive regression spline MARS (using Salford Predictive Modeler software). The research hypothesis was confirmed for only two indicators: life expectancies and spending on the public health system in natural terms. Their impact on labor productivity appeared to be directly proportional. As an indicator, spending on the public health system has a greater impact on the change in productivity (0.0058%), whereas life expectancy has a lesser effect (0.0047%). The study showed that the MARS model provides more objective and accurate results compared to the regression model with the fitting procedure – backward stepwise selection. This conclusion is based on a comparison of real data modeled by both methods. The study proved that labor productivity in the USA grew yearly from 1987 to 2021 (the constant term in the MARS model’s regression equation is +0.48428). To calculate the specific values of labor productivity for each year, a model was developed depending on the optimal basic functions (automatically generated by the MARS model depending on the current values of life expectancies and spending on the public health system in natural terms).

Keywords

MARS, employment, labor productivity, life expectancy, public health, sustainable development

JEL Classification

J24, I10, I38, O47, O51

INTRODUCTION

The labor productivity level depends on various indicators and factors. The combined and individual impact of these factors can positively or negatively affect the increase or decrease of the productivity level of a particular production process (Skrynnyk, 2023). Gardner et al. (2023) considered how international trade indicators affect labor productivity; the calculation was carried out using statistical methods. Atiyatna et al. (2021) applied the logistic regression method to search for factors influencing labor productivity and found that human capital, place of residence, gender, and working hours significantly affect labor productivity indicators. Such variables most often include the workforce’s qualification level, the quality of the working environment, the availability of opportunities for further training, and access to modern technologies and the latest equipment (Sotnyk, 2012; Sheliemina, 2023). Important factors are also personnel management style, satisfaction with working conditions, employee motivation (Blášková et al., 2017; Kochmańska, 2019, 2021), and corporate culture (AL-Hashimi et al., 2023; Trippner, 2020). In addition, the quality of the working environment and the increase in labor productivity are affected by the environmental conditions of production, the...
regularity of the working day, week, month, labor protection, and health insurance. Kornieieva et al. (2022) established the influence of several innovative development parameters on increasing labor productivity.

Labor productivity indicators significantly impact the micro- and macro-efficiency of economic processes (Lyeonov et al., 2021a, 2021c). These indicators demonstrate the volume of products produced per unit of labor productivity. The higher the labor productivity, the less working time is required to produce one production unit, reducing costs and increasing the producer’s profit (Amato et al., 2022). In turn, business entities increase their investments, contributing to the economy’s development (Dzwigol, 2019, 2021). One of the most important ways of supporting labor productivity is investing in new technologies, which helps to increase production efficiency (Kornieieva et al., 2022). In addition, investing in the education and training of workers is also an essential factor in maintaining high labor productivity (Yu et al., 2023). It helps improve the state of the economy and supports its growth.

On the other hand, enterprises with high indicators of labor productivity can use the accumulated economic benefit to invest in the latest investigations and improve the existing production. The introduction of innovative approaches to the working process is a significant factor that stimulates and accelerates economic growth in a separate business and the industry as a whole and positively impacts the country’s economy. In particular, in the USA, despite the obstacles related to the consequences of COVID in 2020 and 2021, in May 2022 the number of occupied jobs increased compared to last year (in the field of professional and business services, the net number of new employees increased by 64 thousand people, in the area of public services – for 56 thousand jobs, in the area of health care – for 52 thousand people, recreation and hospitality – for 48 thousand and construction – for 25 thousand people).

1. LITERATURE REVIEW

Studying labor productivity is vital for every country, as its high level contributes to both the growth of the country’s competitiveness, the development of innovative technologies, and the improvement of the population’s living standards (higher incomes, better living conditions, and access to social services).

1.1. The impact of insurance on labor productivity

Many scientists consider the impact of health insurance on economic processes. For example, Ho (2015) used the prism of the impact of health insurance schemes on financing the needs of people in different countries. Erlangga et al. (2019) assessed the impact on medical assistance efficiency. Sommers (2017) considered the consequences for patients. Dizioli and Pinheiro (2016) describe the impact of health insurance on labor productivity using an economic-mathematical model. Lyeonov et al. (2021b) investigated this impact through the amount of time employees spend away from work due to illness or injury (insurance medicine provides wide access to preventive care, which reduces the loss of working time). Also, access to health insurance can reduce spending on the public health system and use these funds for other investments related to the development and increasing labor productivity, such as professional development, internships, and training for professional development (Kozmenko et al., 2009).

An optimal level of employment can ensure maximum labor productivity. If the employment rate is low, employees are not sufficiently loaded with work tasks, leading to decreased productivity (Njegovanić, 2023). On the other hand, if the level of employment is high, employees can be overworked and become less efficient, leading to decreased productivity (Grenčíková et al., 2020). But in such a case, for the growth of labor productivity, the management and top management should consider a stimulating factor – a salary increase and mechanisms for increasing the income of employees (Gontareva et al., 2021; Belhadi et al., 2023; Naga & Amalou, 2023).
1.2. The impact of employment on labor productivity

Abraham and Kearney (2018) identify trends in the share of the employed in the total population. Zhang and Wang (2020) investigate the most relevant factors in determining the employment rate among people with higher education in China. Murawska (2017) investigated the effect of education level on employment and unemployment based on data from European countries. Unemployment and productivity are also examined in the context of the development of artificial intelligence and cognitive technologies (Kuzior, 2022).

Employment is an essential factor in determining labor productivity. If the officially employed population is larger, the total volume of work to be performed increases, too. It is a factor in increasing labor productivity. An increase in the labor force leads to its more efficient distribution, increasing productivity (El Fallahi et al., 2023). A high level of employed population has a higher level of education, more work experience and increased motivation for hard work, which also contributes to the development of labor productivity (Oe & Yamaoka, 2023). An inhibiting factor in increasing labor productivity is the number of people who are not officially employed. In particular, Uzyakova (2022) analyzed the main reasons for the spread of informal employment in the labor market. Such factors are low incomes, low-quality jobs, and low qualification requirements. She also found that the labor productivity of the informally employed is 22-25% lower than that of the officially employed within the organization. Their official employment could contribute to the increase of the general wage fund.

1.3. The influence of the average population’s life expectancy on labor productivity

Tian et al. (2018) proved that life expectancy positively affects labor productivity. Babenko et al. (2019) showed that countries with higher life expectancy tend to have higher labor productivity. Melnyk et al. (2021) suggest that higher life expectancy also gives workers a greater incentive to invest in their education and skills, as they are more likely to reap the rewards of their efforts over a longer period. Schmitt (2023) notes that longer life expectancy leads to higher economic stability, helping to create a more comfortable climate for companies to invest in their workforce and increase productivity. Aburto et al. (2020) developed a concept to study life expectancy and life expectancy equality over time. Schöley et al. (2022) examined changes in life expectancy following the COVID-19 pandemic. Beltrán-Sánchez et al. (2015) established trends in healthy life expectancy and its implications for the future.

1.4. The impact of spending on the public health system on labor productivity

Increased spending on healthcare goods and services can improve the quality of care, population health, and well-being and increase overall workforce productivity since healthier, better-cared-for workers are more productive. In addition, increased spending on medical goods and services leads to better access to modern medical technologies and treatments, which increases the efficiency of medical care, reduces the time spent on treatment, increases time for productive activities, and contributes to the overall productivity of the nation. In addition, increased spending on medical goods and services leads to better access to modern medical technologies and treatments. It affects increasing medical care efficiency, reducing the time spent on treatment and increasing time for productive activities, and contributes to the overall national productivity and development of the state (Letunovska et al., 2021).

Spending on the public health system as a percentage of GDP can positively and negatively impact labor productivity and will depend on the specific nature of spending on the public health system (Kuzior et al., 2022a). On the one hand, increased spending on the public health system and access to new medical technologies improve health, increasing labor productivity (Horváth & Gyenge, 2023). On the other hand, increased spending on the public health system
may reduce the amount of money available for other investments, such as education and infrastructure, potentially leading to lower productivity. Moreover, an increase in spending on the public health system leads to an increase in taxes, which in turn decreases consumer spending and drags on economic growth (Letunovska et al., 2023). Branning and Vater (2016) described the US healthcare system and listed the main problems of the participating parties in providing healthcare services. Papanicolas et al. (2018) analyzed the impact of spending on the healthcare system in the US and other high-income countries. Hartman et al. (2021) examined the impacts of increased public health spending in the US. V. Raghupathi and W. Raghupathi (2020) studied the relationship between US healthcare spending and macroeconomic indicators. Tran et al. (2017) examined this spending through the lens of its redistribution based on the cost-effectiveness of healthcare programs. Awojobi et al. (2023) investigated the socio-economic consequences of the quarantine caused by COVID-19 and found a subtle difference in the consequences for men and women. Ober and Karwot (2023) examined the impact of the pandemic on the functioning of enterprises, society, and government. Covid-19 has also changed the work environment toward digitalization (Kuzior et al., 2022b).

Thus, various factors influence labor productivity, including health insurance, employment rates, life expectancy, and public health care expenditures. Scholars are also actively exploring the relationship between life expectancy, education and investment in skills, labor productivity, and the impact of healthcare spending on labor productivity and overall national development.

The study aims to check the hypothesis about the direct proportional impact of five indicators on the labor productivity level of the US population using the regression model with a fitting procedure backward stepwise selection and multivariate adaptive regression splines. These influencing indicators are public or private insurance coverage of people, employment level, life expectancies, spending on the public health system as a percentage of GDP, and spending on the public health system in natural terms.

2. METHODOLOGY

Using regression model with backward stepwise selection allows removing the indicators that have the least impact on explaining the variance of the dependent variable (labor productivity) and, simultaneously, eliminating multicollinearity in these indicators. Therefore, this procedure leaves the most influential indicators for further analysis. Using statistical criteria (p-value, F-test, T-statistics, coefficient of determination) proves the statistical significance of the regression model of labor productivity dependence on the selected indicators.

At the same time, when using a regression model with the fitting procedure and backward stepwise selection, it is assumed that the coefficient characterizing the impact of each predictor variable on the resulting indicator is a constant value.

However, more complex and nonlinear relationships in the predictor variables may not be accounted for in a regression analysis using a stepwise procedure. Furthermore, it is impossible to determine in advance the nature of the relationships in the predictor variables, which can be both linear and nonlinear. Given this, it is advisable to go beyond the regression analysis using a stepwise procedure and conduct a more in-depth study. The study uses multivariate adaptive regression splines (MARS), as they allow for more complex and flexible forms that better reflect the true underlying relationships in the data.

Thus, the first part of this study presents calculations using a regression model with a fitting procedure, backward stepwise selection, and the second one uses a multivariate adaptive regression spline (MARS). The results are then compared.

The preparatory and mandatory stage of classical multiple regression and MARS models is to substantiate the statistical quality of the input feature space and data cleaning. Since the input sample represents indicators measured in different units of measurement, to develop adequate regression and MARS models, it is necessary to perform a data standardization procedure. In contrast, the quality of the performed calculations will depend on the quality of the selected normalization func-
Such normalization methods as min-max normalization, Z-score normalization, decimal scaling, normalization by feature scaling, vector normalization, unit vector normalization, mean normalization, median normalization, max-abs normalization, and unit interval normalization are effective and widely used. Standardization, which considers indicators of the average trend of data changes resistant to emissions, is proposed to be carried out by a modified formula of logistic normalization, which is used in many algorithms of data analysis and machine learning:

$$K = \frac{1}{1 + e^{-\frac{x_i - md}{mx - md}}}, \quad (1)$$

where $K$ – normalized value of the input variables, $x_i$ – the input value of the indicator $i = 1, \ldots, 35$, $md$ – the median of the input indicator, $mx$ – the maximum value of the input indicator.

Further, to confirm the statistical quality of the model, a descriptive analysis was carried out in the Statgraphics software, allowing to determine the basis numerical features, identify patterns in them, and generalize.

The development of a regression model describing the impact of public or private insurance indicators, employment rate, average life expectancy, spending on the public health system as a percentage of GDP, and national expenditures on medical goods and services on labor productivity is proposed to be carried out using the backward stepwise selection method. It is done in the applied statistical package Statgraphics, which immediately allows for the filtering out of indicators containing multicollinearity. Multiple regression backward selection (MRBS) is an iterative algorithm used to select a subset of variables from a set of predictor variables in a multivariate regression model. The backward stepwise selection (BSS) method is implemented using several steps. In the first step, a criterion for estimating model coefficients is determined, and a set of predictors and a dependent target variable are selected. Then, a correlation analysis is performed to determine the link density between the predictors. In the next step, predictors with the highest correlation density with the target variable are selected. The last step is to develop a regression based on the selected predictors to check its statistical quality and significance.

The statistical quality of the obtained model was tested using the Fisher and Student tests, p-value (significance level), coefficient of determination $R^2$, and MAE (mean absolute error).

The next research stage is to develop multivariate adaptive regression splines on the most significant indicators that affect the outcome variable (level of labor productivity) obtained due to the complex screening procedure. MARS models the nonlinear, non-parametric links between the independent variables (inputs) and the outcome variable (output) by fitting a set of piecewise linear functions. The algorithm divides the input space into regions associated with the output variable and then fits a linear model to each region. MARS allows for capturing complex nonlinear links between input and output variables and accurately fitting the data. Therefore, MARS is an extension of the well-known linear regression algorithm. It uses a machine learning algorithm to analyze the linear or nonlinear interaction between dependent and independent variables. Spline functions, i.e., piecewise linear basis functions that connect at breakpoints where the function can have a different slope, are used to define nonlinearity in this technology.

The algorithm uses a method based on finding optimal breakpoints for each variable and optimal combinations of variables, which can additionally reflect nonlinear links between variables. Using basis functions and performing data fitting allows MARS to create flexible models that accurately describe the latent links between variables.

In addition, MARS automatically selects variables and reduces model size, avoiding overtraining. Basis functions are chosen to fit the data best and then combined using a linear combination to create a model that captures the variation in the data. This technique is more accurate than classical linear regression. It is used to accurately predict outcomes for given inputs and understand interactions between variables (Friedman, 1991).
MARS builds a model that is a weighted sum of basis functions \( B_i(x) \):

\[
\hat{f}(x) = \sum_{i=1}^{k} c_i B_i(x).
\]  

(2)

The basis function (hinge function) is a loss function used in machine learning algorithms and support vector machines (SVMs) for training classifiers. The hinge loss is used for "maximum margin" classification. The hinge loss measures the margin between the classifier prediction and the actual feature label and penalizes any cases where the margin is small. In MARS, the hinge function is defined as \( \max \{0, x - \text{constant}\} \) or \( \max \{0, \text{constant} - x\} \). Therefore, the MARS model automatically selects the form of the joint function, variables, and their values, and also allows to determine the links between two or more variables using the product of joint functions.

The optimal MARS model is chosen as follows:

1) in the first step, MARS builds an excessively large model by adding "basis functions" – the formal mechanism by which the intervals of the variables are defined. Basis functions are either transformations of one variable or conditions of interaction of several variables. The model becomes more flexible and complex when basis functions are added. This process continues until the user-specified maximum number of basis functions is reached;

2) at the second stage, basis functions are removed in the order of decreasing their contribution to the model until the optimal model is found according to the given test criterion. By allowing any arbitrary shape for features and their interactions, MARS can reliably track very complex data structures often hidden in high-dimensional data.

Thus, backward transition applies a generalized overloading check of basis functions based on the generalized cross-validation (GCV) criterion. The following logic is used to compare the performance of different subsets of models to select the best one: lower GCV values mean better results. Thus, GCV serves as a regularization method considering the contrast between simplicity and model performance (Craven & Wahba, 1978):

\[
GCV = \frac{RSS}{N} \left(1 - \frac{\text{ENP}}{N}\right)^2,
\]  

(3)

where \( RSS \) – residual sum of squares (calculated by taking the sum of squares of the differences between the observed values of the response variable and the predicted values from the model); \( N \) – number of observations.

Effective Number of Parameters (ENP) is found as follows (Friedman, 1991):

\[
\text{ENP} = (NMT) + (\text{penalty}) \cdot \frac{NMT - 1}{2},
\]  

(4)

where \( NMT \) – Number of MARS terms (number of MARS members); \( \text{penalty} \) (fine) is from 2 to 4; \((NMT - 1)/2\) – is the number of hinge function nodes, penalizing the addition of nodes.

Thus, the generalized cross-validation criterion (3) adjusts the training RSS to account for the flexibility of the model. So, introducing a flexibility penalty is necessary because flexible models will form a specific realization of the noise in the data rather than just the systematic structure of the data (Bottegal & Pillonetto, 2018).


According to Koibichuk et al. (2023), the values of these indicators (K1 – public or private insurance coverage of people (USA Facts, n.d.a), K2 – productivity level, calculated as real GDP per hour worked. (OECD, n.d.), K3 – employment level (U.S. Bureau of Labor Statistics, n.d.), K4 – life expectancies (Years) (Macrotrends, n.d.), K5 – spending on the public health system as a percentage of GDP (USA Facts, n.d.b), K6 – spending on the public health system in natural terms ($ USA) (USA Facts, n.d.c) have already been considered to describe medical insurance as a stimulating factor.
that increases labor efficiency. In this study, it is recommended to use them for an in-depth analysis of the influence of other indicators on the level of labor productivity. Koibichuk et al. (2023) present the study’s input statistical data.

3. RESULTS AND DISCUSSION

Since each variable has its calculation type, bringing the input indicators to a comparable form for modeling is necessary. Applying the normalization procedure (formula (1)) is required. The results of the data normalization are shown in Table A1, Appendix A.

Before developing a MARS model that determines the impact of predictor variables on the resulting variable, the labor productivity, one of the key factors characterizing the economic development, the conditions and dignity of labor, country’s sustainable development, it is reasonable to carry out strict screening of variables that have multicollinearity and consider the most relevant ones. Using the backward stepwise selection in the Statgraphics statistical package, the K2 indicator (level of labor productivity) was chosen as the result variable, and the independent variables are K1, K3, K4, K5, K6.

The obtained regression is given by the formula (5):

$$K2 = -0.0645177 + 0.458938 \cdot K4 + 0.579035 \cdot K6,$$

where $K2$ – level of labor productivity, $K4$ – life expectancies, $K6$ – spending on the public health system (in natural terms).

Thus, due to strict exclusion, two indicators are most relevant in terms of impact on labor productivity – average life expectancy and national expenditure on medical goods and services.

The model is statistically significant by Fisher’s and Student’s tests, R-squared value (99.6662%) and P-Value (0.000) (Tables 1 and 2). Table 1 shows the obtained coefficients of the regression model (5) and the verification of its statistical significance using the Student’s test, the standard error, and the P-value. The tabular value of the Student’s criterion for 35 variables is 2.030 at a significance level of P-Value of 5%, the obtained values for $K2 = -5.0827$, $K4 = 10.0419$, $K6 = 8.8626$. It means that the absolute value of the test statistics exceeds the critical value at the 5% significance level, the null hypothesis H0 (the regression parameter is not statistically significant) is rejected, and the corresponding regression parameter is considered statistically significant.

The coefficient of determination (R-squared) at 99.6662% indicates a high level of links between the studied variables. This value shows that almost the complete change in dependence between independent variables can be described using linear regression. The adjusted coefficient of R-squared determination (adjusted for d.f.) = 99.6454% reflects the share of variance of the dependent variable that the model explains. Estimate of the standard deviation of the sample distribution Standard Error of Est. = 0.0202366 and Mean absolute error MAE = 0.015321 also confirm the accuracy of sample statistics and static significance of model (5).

The value of the free term in the regression equation (5) is negative, i.e., if the state does not invest in the health sector and life expectancy remains unchanged (at its average level in each American state), the level of labor productivity will be decreased by 0.06%, i.e., by 0.000645177.

Average life expectancy (K4) and spending on the public health system in natural terms (K6) exert a positive direct proportional influence on increasing labor productivity. Thus, with an increase in the average life expectancy by one year, under the condition of an entire amount of expenses for
medical goods and services, the level of labor productivity will increase by 0.0045% (by the amount of 0.458938). If, at the state level, the amount of spending on improved, modern, powerful medical technologies that improve the quality of medical services and medical care is increased by 1 million US dollars, it will lead to an increase in the level of labor productivity by 0.0057% (by the amount of 0.579035). It is logical because improving the population’s health and well-being contributes to increasing the overall productivity and efficiency of the workforce (Elamir, 2020).

Therefore, for a comprehensive assessment of the impact made by an average life expectancy (K4) and spending on the public health system in natural terms (K6) on labor productivity, it is proposed to develop a MARS model based on these indicators. The development of the MARS model was carried out in Salford Predictive Modeler 8 software using the following settings:

1) the initial stage of settings requires the definition of the target variable and predictor variables and the selection of the target type – regression, as well as the selection of the analysis engine for MARS regression splines.

2) the final step of the setup is choosing to search for basis functions and setting a limit of 40 basis functions, taking into account the relationship between the predictor variables.

The MARS modeling results are shown in Figure 1. During the construction process, 11 basis functions were created, among which four basis functions were automatically selected as the optimal number based on GCV evaluation (Figure 1).

Detailed statistical information on the basis functions is presented in Table 3.

The optimal multivariate adaptive regression spline model using four basis functions is given by formula (6) and in Table 4:

\[
K2 = 0.484277 + 0.800182 \cdot BF1 - 0.901178 \cdot BF6 + 3.10874 \cdot BF8 + 2.31982 \cdot BF9.
\]

### Table 3. Evaluation of the basis functions

<table>
<thead>
<tr>
<th>Basis Functions</th>
<th>N Predictors</th>
<th>N Inputs</th>
<th>Effective Parameters</th>
<th>GCV</th>
<th>GCV R-Sq</th>
<th>Learn MSE</th>
<th>Learn R-Sq</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>2</td>
<td>2</td>
<td>31.00</td>
<td>0.00457</td>
<td>0.96152</td>
<td>0.00006</td>
<td>0.99947</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>28.50</td>
<td>0.00176</td>
<td>0.98518</td>
<td>0.00006</td>
<td>0.99946</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2</td>
<td>26.00</td>
<td>0.00094</td>
<td>0.99213</td>
<td>0.00006</td>
<td>0.99945</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>23.50</td>
<td>0.00059</td>
<td>0.99508</td>
<td>0.00006</td>
<td>0.99944</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>21.00</td>
<td>0.00044</td>
<td>0.99629</td>
<td>0.00007</td>
<td>0.99937</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>18.50</td>
<td>0.00039</td>
<td>0.99671</td>
<td>0.00009</td>
<td>0.99922</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>16.00</td>
<td>0.00038</td>
<td>0.99683</td>
<td>0.00011</td>
<td>0.99901</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>13.50</td>
<td>0.00032</td>
<td>0.99729</td>
<td>0.00012</td>
<td>0.99892</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>11.00</td>
<td>0.00187</td>
<td>0.98428</td>
<td>0.00088</td>
<td>0.99217</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>8.50</td>
<td>0.00248</td>
<td>0.97913</td>
<td>0.00142</td>
<td>0.98732</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6.00</td>
<td>0.01819</td>
<td>0.84702</td>
<td>0.01248</td>
<td>0.88871</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.50</td>
<td>0.13849</td>
<td>0.11218</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 1. MARS regression splines](image-url)
The basis functions of MARS (6) are as follows:

\[ BF_1 = \max (0, K_6 - 0.755761), \]
\[ BF_5 = \max (0, K_4 - 0.5), \]
\[ BF_6 = \max (0, 0.5 - K_4), \]
\[ BF_8 = \max (0, 0.803473 - K_6) \cdot BF_5, \]
\[ BF_9 = \max (0, K_4 - 0.81896). \]

Statistical characteristics of the optimal MARS model (6) are presented in Table 5.

<table>
<thead>
<tr>
<th>Basis Function</th>
<th>Coefficients</th>
<th>Variable</th>
<th>Sign</th>
<th>Parent Sign</th>
<th>Parent</th>
<th>Knot</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.48428</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.80018</td>
<td>K6</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.90118</td>
<td>K4</td>
<td>-</td>
<td>+</td>
<td>K4</td>
<td>0.80347</td>
</tr>
<tr>
<td>8</td>
<td>3.10874</td>
<td>K6</td>
<td>-</td>
<td>+</td>
<td>K4</td>
<td>0.80347</td>
</tr>
<tr>
<td>9</td>
<td>2.31982</td>
<td>K4</td>
<td>+</td>
<td></td>
<td></td>
<td>0.81896</td>
</tr>
</tbody>
</table>

Thus, based on the results of the conducted research, a comparative table was created containing input statistical data of the labor productivity of the US population (OECD, n.d.). Besides, regression model values obtained using the method of strict screening of insignificant variables (5), which describes the dependence of labor productivity (K2) on life expectancy (K4) and state spending on medical goods and services (K6) were calculated. Based on four basis functions, the MARS model (6) values were found. The results are presented in Table 6.

| Year | K2 | K2 MARS | K2 reg | |MARS| |Mreg|
|------|----|---------|--------|---|---|---|
| 2021 | 0.9526 | 0.9517 | 1.0533 | 0.0009 | 0.1007 |
| 2020 | 0.9290 | 0.9340 | 1.0469 | 0.0050 | 0.1179 |
| 2019 | 0.8937 | 0.8952 | 1.0260 | 0.0014 | 0.1322 |
| 2018 | 0.8771 | 0.8669 | 1.0134 | 0.0102 | 0.1363 |
| 2017 | 0.8548 | 0.8586 | 1.0034 | 0.0039 | 0.1486 |
| 2016 | 0.8403 | 0.8474 | 0.9927 | 0.0071 | 0.1524 |
| 2015 | 0.8415 | 0.8357 | 0.9805 | 0.0058 | 0.1390 |
| 2014 | 0.8298 | 0.8157 | 0.9636 | 0.0141 | 0.1338 |
| 2013 | 0.8202 | 0.8406 | 0.9470 | 0.0204 | 0.1268 |
| 2012 | 0.8105 | 0.8121 | 0.9301 | 0.0016 | 0.1196 |
| 2011 | 0.7963 | 0.7964 | 0.9060 | 0.0001 | 0.1097 |
| 2010 | 0.7831 | 0.7596 | 0.8816 | 0.0235 | 0.0985 |
| 2009 | 0.6962 | 0.7074 | 0.8523 | 0.0113 | 0.1561 |
| 2008 | 0.6477 | 0.6306 | 0.8202 | 0.0171 | 0.1725 |
| 2007 | 0.6228 | 0.6248 | 0.7754 | 0.0020 | 0.1526 |
| 2006 | 0.5890 | 0.6080 | 0.7164 | 0.0190 | 0.1274 |
| 2005 | 0.5582 | 0.5592 | 0.6500 | 0.0010 | 0.0918 |
| 2004 | 0.5000 | 0.4843 | 0.5835 | 0.0157 | 0.0835 |
| 2003 | 0.4165 | 0.4013 | 0.5184 | 0.0152 | 0.1019 |
| 2002 | 0.3404 | 0.3461 | 0.4651 | 0.0058 | 0.1247 |
| 2001 | 0.2704 | 0.2952 | 0.4132 | 0.0248 | 0.1428 |
| 2000 | 0.2467 | 0.2465 | 0.3686 | 0.0002 | 0.1220 |
| 1999 | 0.2016 | 0.2070 | 0.3336 | 0.0055 | 0.1320 |
| 1998 | 0.1584 | 0.1734 | 0.3048 | 0.0150 | 0.1465 |
| 1997 | 0.1300 | 0.1417 | 0.2789 | 0.0117 | 0.1489 |
| 1996 | 0.1080 | 0.1150 | 0.2568 | 0.0070 | 0.1487 |
| 1995 | 0.0914 | 0.0955 | 0.2394 | 0.0041 | 0.1480 |
| 1994 | 0.0884 | 0.0796 | 0.2240 | 0.0088 | 0.1356 |
| 1993 | 0.0805 | 0.0682 | 0.2115 | 0.0123 | 0.1310 |
| 1992 | 0.0750 | 0.0600 | 0.1995 | 0.0149 | 0.1246 |
| 1991 | 0.0547 | 0.0537 | 0.1884 | 0.0010 | 0.1337 |
| 1990 | 0.0514 | 0.0487 | 0.1782 | 0.0028 | 0.1268 |
| 1989 | 0.0489 | 0.0451 | 0.1682 | 0.0039 | 0.1193 |
| 1988 | 0.0437 | 0.0423 | 0.1602 | 0.0014 | 0.1165 |
| 1987 | 0.0398 | 0.0409 | 0.1536 | 0.0010 | 0.1138 |

Thus, comparing the obtained results (Table 6), the MARS model provides more accurate results. The conducted machine learning using intelligent data analysis based on a multivariate adaptive regression spline using the optimal number of four basis functions made it possible to determine the
intervals of nonlinearity, determine the angular coefficients, the inflexion points of the function (6) and estimate the complex impact of life expectancy and state spending on medical goods and services and labor productivity.

The methodology proposed in this study for assessing the level of dependence of labor productivity on relevant indicators, the formation of reserves for its increase as a key driver of economic growth and sustainable development can be used for any country in the world (Brychko et al., 2023; Chugunov et al., 2022).

This research methodology differs from widely used papers in global research methods of correlation-regression analysis for assessing the influence of factor characteristics on labor productivity. While the application of classical regression models has more than half a century of history, the scientific areas related to the use of machine learning techniques and multivariate adaptive regression splines are currently actively developing.

In particular, Sharma and Kumar Mitra (2023) study the prices of Indian used cars by comparing MARS and regression models derived from Ordinary Linear Squares. They consider the non-linear decline in used car prices by age, kilometers driven, and number of previous car owners. The error estimates obtained from these two methods demonstrate that applying nonlinear modeling using MARS significantly improves the accuracy of the results. Thus, this study’s conclusion and the conclusion of Sharma and Kumar Mitra (2023) are the same: MARS models are more accurate and flexible than regression models.

Sabancı et al. (2023) use hybrid models with Genetic, Particle Swarm Optimization (PCO), Harmony Search, and Greedy algorithms to reduce the size of the input sample and MARS to predict the performance of the 100 highest publicly traded stocks on Borsa Istanbul. These researchers consider PSO and MARS to be the most suitable hybrid model. The quality of the built MARS models in both Sabancı et al. (2023) and this study is checked using the same methods: RMSE, MSE, GCV, MAE, MAD, MAPE, and R2. Therefore, the study, the results of which are demonstrated in this paper, was carried out in accordance with the established global methodology.

Yasmirullah et al. (2023) use a Multivariate Adaptive Regression Spline and Spatial Autoregressive-Multivariate Adaptive Generalized Poisson Regression Spline (SAR-MAGPRS estimator) to model categorical and numerical data on health indicators (tuberculosis incidence, infant mortality, hospital visits). The study emphasizes that MARS can help model the number of diseases for the development of health care policy. The model’s quality was assessed using Penalized Least Square (PLS) as the criterion.

CONCLUSION

By the aim of the research, which is devoted to checking the hypothesis about the direct influence of five indicators on the labor productivity level of the US population, only two were satisfied. Thus, it was proved that life expectancy and spending on the public health system in natural terms directly influenced the labor productivity level of the US population. The developed regression model was statistically significant according to the verification criteria (by mean absolute error, coefficient of determination, p-value, Fisher’s and Student’s tests). Expenditures on the health care system have a greater impact on changes in labor productivity levels than indicator life expectancy. The difference between them is 1%, which is quite logical, as the relationship between public healthcare spending and life expectancy is complex and multifaceted. For example, the population with better access to medical services is more likely to receive timely and effective treatment, thereby contributing to an increase in life expectancy. It should also be noted that adequate government spending on healthcare helps control the spread of infectious diseases, treat chronic conditions in a timely manner, and provide preventive care, thereby increasing average life expectancy.

Comparing the results obtained using the regression model with backward stepwise selection and the multivariate regression spline indicates a more accurate value of the developed forecast using the MARS
model. In particular, in 2021, the labor productivity level calculated using a regression model with backward stepwise selection was 1.0533, whereas it was 0.9517 calculated using the MARS model. After normalizing the initial statistical data, the productivity level for this year was determined to be 0.9526. It is evident that the productivity level modeled by the MARS model closely aligns with the actual data, confirming that the MARS model provides more reliable and accurate data than the regression model; in 2020, the labor productivity level calculated using a regression model with backward stepwise selection was 1.0469, whereas calculated using MARS-model – 0.9340. After normalizing the initial statistical data, it was determined to be 0.9290.

The study showed that labor productivity in the United States grew yearly during 1987–2021, (the constant term in the MARS model’s regression equation is +0.48428). To calculate the specific values of labor productivity for each year, a model was developed depending on the optimal basic functions (automatically generated by the MARS model depending on the current values of life expectancies and spending on the public health system in natural terms).

Based on this technique, it is possible to describe the influence of various variables in numerical values on the investigated resulting change with high accuracy. Besides, a feature of successfully applying the proposed methodology is the ability to identify and study complex dependencies between input and output data based on the training sample.

AUTHOR CONTRIBUTIONS

Conceptualization: Aleksandra Kuzior, Vitaliia Koibichuk, Serhii Drozd, Dymytrii Grytsyshen, Tetiana Vasylieva.
Data curation: Vitaliia Koibichuk, Serhii Drozd.
Formal analysis: Serhii Drozd, Tetiana Vasylieva.
Funding acquisition: Aleksandra Kuzior.
Investigation: Vitaliia Koibichuk.
Methodology: Aleksandra Kuzior, Vitaliia Koibichuk, Serhii Drozd, Dymytrii Grytsyshen, Tetiana Vasylieva.
Project administration: Aleksandra Kuzior, Tetiana Vasylieva.
Resources: Vitaliia Koibichuk, Serhii Drozd.
Software: Vitaliia Koibichuk, Serhii Drozd.
Supervision: Aleksandra Kuzior, Tetiana Vasylieva.
Validation: Vitaliia Koibichuk, Dymytrii Grytsyshen, Tetiana Vasylieva.
Visualization: Serhii Drozd.
Writing – original draft: Aleksandra Kuzior, Vitaliia Koibichuk, Serhii Drozd, Dymytrii Grytsyshen, Tetiana Vasylieva.
Writing – review & editing: Aleksandra Kuzior, Vitaliia Koibichuk, Serhii Drozd, Dymytrii Grytsyshen, Tetiana Vasylieva.

ACKNOWLEDGMENT

This study is funded by Department of Applied Social Sciences of the Faculty of Organization and Management of the Silesian University of Technology for the year 2023 (grant number 13/020/BK_23/0081).
REFERENCES


http://dx.doi.org/10.21511/ppm.21(4).2023.54

735


64. Sommers, B. (2017). Why health insurance matters – And why research evidence should too. Academic Medicine, 92(9), 1228-1230. https://doi.org/10.1097/ACM.000000000001723


APPENDIX A

Table A1. Standardized indicators of the study

<table>
<thead>
<tr>
<th>Year</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>K5</th>
<th>K6</th>
</tr>
</thead>
<tbody>
<tr>
<td>2021</td>
<td>0.9526</td>
<td>0.9526</td>
<td>0.8999</td>
<td>0.9526</td>
<td>0.8795</td>
<td>0.9526</td>
</tr>
<tr>
<td>2020</td>
<td>0.9497</td>
<td>0.9290</td>
<td>0.8053</td>
<td>0.9473</td>
<td>0.9526</td>
<td>0.9458</td>
</tr>
<tr>
<td>2019</td>
<td>0.9519</td>
<td>0.8937</td>
<td>0.9526</td>
<td>0.9414</td>
<td>0.8147</td>
<td>0.9143</td>
</tr>
<tr>
<td>2018</td>
<td>0.9453</td>
<td>0.8771</td>
<td>0.9377</td>
<td>0.9349</td>
<td>0.8158</td>
<td>0.8978</td>
</tr>
<tr>
<td>2017</td>
<td>0.9474</td>
<td>0.8548</td>
<td>0.9103</td>
<td>0.9382</td>
<td>0.8290</td>
<td>0.8778</td>
</tr>
<tr>
<td>2016</td>
<td>0.9317</td>
<td>0.8403</td>
<td>0.8817</td>
<td>0.9404</td>
<td>0.8291</td>
<td>0.8576</td>
</tr>
<tr>
<td>2015</td>
<td>0.9217</td>
<td>0.8415</td>
<td>0.8303</td>
<td>0.9434</td>
<td>0.7947</td>
<td>0.8341</td>
</tr>
<tr>
<td>2014</td>
<td>0.8867</td>
<td>0.8298</td>
<td>0.7644</td>
<td>0.9454</td>
<td>0.7623</td>
<td>0.8035</td>
</tr>
<tr>
<td>2013</td>
<td>0.7943</td>
<td>0.8202</td>
<td>0.6879</td>
<td>0.9482</td>
<td>0.7452</td>
<td>0.7725</td>
</tr>
<tr>
<td>2012</td>
<td>0.6979</td>
<td>0.8105</td>
<td>0.6346</td>
<td>0.9326</td>
<td>0.7648</td>
<td>0.7557</td>
</tr>
<tr>
<td>2011</td>
<td>0.6587</td>
<td>0.7963</td>
<td>0.5328</td>
<td>0.9128</td>
<td>0.7696</td>
<td>0.7298</td>
</tr>
<tr>
<td>2010</td>
<td>0.6077</td>
<td>0.7831</td>
<td>0.5000</td>
<td>0.8878</td>
<td>0.7765</td>
<td>0.7075</td>
</tr>
<tr>
<td>2009</td>
<td>0.5886</td>
<td>0.6962</td>
<td>0.5331</td>
<td>0.8568</td>
<td>0.7738</td>
<td>0.6814</td>
</tr>
<tr>
<td>2008</td>
<td>0.6092</td>
<td>0.6477</td>
<td>0.7356</td>
<td>0.8190</td>
<td>0.6369</td>
<td>0.6559</td>
</tr>
<tr>
<td>2007</td>
<td>0.5845</td>
<td>0.6228</td>
<td>0.7565</td>
<td>0.7571</td>
<td>0.5715</td>
<td>0.6277</td>
</tr>
<tr>
<td>2006</td>
<td>0.5334</td>
<td>0.5890</td>
<td>0.7043</td>
<td>0.6822</td>
<td>0.5233</td>
<td>0.5851</td>
</tr>
<tr>
<td>2005</td>
<td>0.5211</td>
<td>0.5582</td>
<td>0.6054</td>
<td>0.5921</td>
<td>0.5028</td>
<td>0.5418</td>
</tr>
<tr>
<td>2004</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5066</td>
<td>0.5000</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>2003</td>
<td>0.4532</td>
<td>0.4165</td>
<td>0.4454</td>
<td>0.4079</td>
<td>0.4808</td>
<td>0.4606</td>
</tr>
<tr>
<td>2002</td>
<td>0.4506</td>
<td>0.3404</td>
<td>0.3960</td>
<td>0.3467</td>
<td>0.3859</td>
<td>0.4170</td>
</tr>
<tr>
<td>2001</td>
<td>0.4192</td>
<td>0.2704</td>
<td>0.4140</td>
<td>0.2902</td>
<td>0.2474</td>
<td>0.3722</td>
</tr>
<tr>
<td>2000</td>
<td>0.4026</td>
<td>0.2467</td>
<td>0.4125</td>
<td>0.2361</td>
<td>0.1660</td>
<td>0.3381</td>
</tr>
<tr>
<td>1999</td>
<td>0.3480</td>
<td>0.2016</td>
<td>0.2877</td>
<td>0.1924</td>
<td>0.1566</td>
<td>0.3122</td>
</tr>
<tr>
<td>1998</td>
<td>0.2081</td>
<td>0.1584</td>
<td>0.2252</td>
<td>0.1550</td>
<td>0.1570</td>
<td>0.2922</td>
</tr>
<tr>
<td>1997</td>
<td>0.1904</td>
<td>0.1300</td>
<td>0.1758</td>
<td>0.1199</td>
<td>0.1556</td>
<td>0.2753</td>
</tr>
<tr>
<td>1996</td>
<td>0.1852</td>
<td>0.1080</td>
<td>0.1183</td>
<td>0.0903</td>
<td>0.1643</td>
<td>0.2605</td>
</tr>
<tr>
<td>1995</td>
<td>0.1731</td>
<td>0.0914</td>
<td>0.0909</td>
<td>0.0686</td>
<td>0.1699</td>
<td>0.2476</td>
</tr>
<tr>
<td>1994</td>
<td>0.1617</td>
<td>0.0884</td>
<td>0.0690</td>
<td>0.0509</td>
<td>0.1597</td>
<td>0.2351</td>
</tr>
<tr>
<td>1993</td>
<td>0.1433</td>
<td>0.0805</td>
<td>0.0448</td>
<td>0.0383</td>
<td>0.1682</td>
<td>0.2235</td>
</tr>
<tr>
<td>1992</td>
<td>0.1300</td>
<td>0.0750</td>
<td>0.0340</td>
<td>0.0292</td>
<td>0.1427</td>
<td>0.2100</td>
</tr>
<tr>
<td>1991</td>
<td>0.1157</td>
<td>0.0547</td>
<td>0.0301</td>
<td>0.0223</td>
<td>0.1176</td>
<td>0.1964</td>
</tr>
<tr>
<td>1990</td>
<td>0.1047</td>
<td>0.0514</td>
<td>0.0357</td>
<td>0.0166</td>
<td>0.0738</td>
<td>0.1832</td>
</tr>
<tr>
<td>1989</td>
<td>0.0972</td>
<td>0.0489</td>
<td>0.0283</td>
<td>0.0126</td>
<td>0.0467</td>
<td>0.1691</td>
</tr>
<tr>
<td>1988</td>
<td>0.0880</td>
<td>0.0437</td>
<td>0.0195</td>
<td>0.0096</td>
<td>0.0362</td>
<td>0.1577</td>
</tr>
<tr>
<td>1987</td>
<td>0.0839</td>
<td>0.0398</td>
<td>0.0130</td>
<td>0.0080</td>
<td>0.0270</td>
<td>0.1475</td>
</tr>
</tbody>
</table>

Source: Koibichuk et al. (2023).